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Abstract

Large data sets of vertical and horizontal seismograms from the Pacific Northwest Seismic Network, Northern California Seismic Network, and Berkeley Digital Seismic Network were used to study the high frequency (0.25-16 Hz) ground motion characteristics in Washington-Oregon, northern, and central California. I have split the data set of central California into eastern and western parts to investigate regional variations of ground motion parameters. I performed regressions of Fourier velocity spectra and peak filtered ground velocities to obtain the propagation, excitation, and site terms.

The regression results for the propagation term show a simpler from of geometrical spreading in central east California compared to other regions. For northern California this term shows a rapid decrease of amplitude with distance especially for frequencies higher than 4 Hz. The propagation term for the Pacific Northwest and central west California show a typical trend of attenuation with some effects of supercritical reflections.

For the Pacific Northwest, the best model that fits the observation is expressed by \( Q(f) = 280 f^{0.55} \). The geometrical spreading is \( r^{-1.2} \) for a distance range of 40 to 70 km. For other distance ranges the decrease of amplitude is less rapid. The central east California and central west California results are parameterized with \( Q(f) = 280 f^{0.50} \) and \( Q(f) = 250 f^{0.30} \) respectively. The northern California results are not easy to model and require using a frequency dependent \( \eta \) and geometrical spreading. The average model for two frequency ranges is \( Q(f) = 210 f^{0.50} \). The geometrical spreading effect for the frequencies higher than 4 Hz is very strong at distances less than 70 km.

The excitation terms were modeled using the Brune’s source model. An average stress drop \( (\Delta \sigma) \) of 30 bars was obtained for the Pacific Northwest. The northern
California average value for stress drop is 90 bars. The observations of central east California were modeled with a stress drop of 45 bars while the best fit for the western part required $\Delta \sigma = 125$ bars.

The wide range of the values obtained for $Q$, $g(r)$, and $\Delta \sigma$, indicates that the ground motion parameters of a specific region may not be used for another region. For example, using the stress drops of central California may overestimate the ground motion level predictions in the Pacific Northwest.

Regional attenuation relationships can be developed using small earthquake data which are available in many regions. These relationships reflect the regional wave propagation characteristics and give more accurate results in seismic hazard analysis.
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Chapter 1

Introduction

Engineering seismology deals mostly with strong ground motions from earthquakes. These are the motions capable of affecting people, structures and the environment. Evaluation of these effects requires a quantitative description of strong ground motion (Kramer, 1996). The results of such quantifications are used in seismic hazard assessment to mitigate the effects of damaging earthquakes. Seismic hazard analysis begins with determining and quantifying all potential seismic sources in the study area. The wave propagation (attenuation) properties are then used to estimate the level of ground motion at a particular distance from the composite of all sources (Kramer, 1996; Reiter, 1991). A specific attenuation relationship is needed for each region because different regions have different wave propagation characteristics. The source scaling parameters such as stress drop are also different in different tectonic environments (Kanamori and Anderson, 1975).

A large number of attenuation relationships, based on the regression analysis of strong ground motion data, have been proposed for different regions. Availability of sufficient strong ground motion data has been a big limitation for deriving the predictive relationships in many parts of the world including the United States, because these data are only available in places which have both large earthquakes and sufficient numbers of strong motion seismographs. A different approach has been taken for regression of small earthquakes to constrain high frequency ground motion. This approach characterizes wave propagation by analyzing small earthquake motions and then uses the random vibration theory (RVT) to estimate peak motions for large earthquakes (Herrmann and Malagnini, 2005). Unlike strong ground motion records, data from small earthquakes are available for many parts of US where local seismic networks operate there. Pacific Northwest and Northern California are good
examples of regions with dense local seismic networks and large numbers of small earthquakes. Significant ground motion levels are expected in the Pacific Northwest and surrounding areas from a possible future (North America-Juan de Fuca) subduction zone earthquake. Many parts of northern and central California have high probability of occurrence of large earthquakes in future. Studies in these regions have focused on such possible large earthquakes and their resultant strong ground motions in Cascadia (Atkinson, 1995).

While some ground motion studies of the U.S. Cascadia region have focused on the Washington-Oregon region, no detailed study of ground motion scaling has been done for the northernmost part of the California. Studies for Washington-Oregon have used data sets with a sparse distribution of seismic stations. The motivation of this study is to characterize wave propagation and source spectra in Washington-Oregon, northern and central California to provide the state-of-the-art ground motion scaling for use in seismic hazard analysis. I will use short period and 3-component broadband digital seismograms of Pacific Northwest Seismic Network (PNSN), Northern California Seismic Network (NCSN), and Berkeley Digital Seismic Network (BDSN) to estimate the excitation, propagation, and site terms in the frequency range of 0.25-16 Hz. To do this I will use a regression technique and the results will be interpreted in terms of a predictive model to estimate the source and propagation parameters. All three networks have thousands of digital waveforms from small, moderate, and a few large earthquakes of the study areas, which provide an excellent data set for this study. I will also use the coda normalization method (Frankel et al., 1990) to have an independent estimate of the propagation term and to compare with the regression results. The current hazard maps of the study regions use the attenuation relationships based on regression of a sparse strong motion data set. My results can be used in future hazard maps since they cover a wide range of frequencies and distances, some of which were not covered by previous studies due to poor coverage and limited frequency range of strong ground motion instruments.
Chapter 2
Review of Related Literature

2.1 Earthquakes in Pacific Northwest

The Cascadia subduction zone is the convergent boundary between Juan de Fuca and North American plates. This zone extends from southwestern British Columbia to northern California. It is one of the major sources of earthquakes in the Pacific Northwest (Figure 2.1). These earthquakes occur in the Benioff zone and shallow crust. The Pacific Northwest Seismic Network locates more than 1000 earthquakes with magnitude 1 and larger each year (http://www.pnsn.org/INFO-GENERAL/faq.html).

Subduction zone (interplate) earthquakes can have large magnitudes. Geological studies in the Cascadia subduction zone show that large interplate earthquakes in the Pacific Northwest have a recurrence interval of 400–600 years and that the last great earthquake occurred about 300 years ago (http://www.pnsn.org/HAZARDS/CASCADIA/cascadia-zone.html). Some examples of significant shallow crustal earthquakes in Washington-Oregon are: the 1962 north of Portland, the 1981 Mount St. Helen’s seismic zone, and the 1997 Bremerton. All three events had magnitudes about 5-5.5 (http://www.dnr.wa.gov/geology/hazards/eqquake.html).

The Benioff zone earthquakes are also called intraplate earthquakes because they occur inside the subduction plate and not at the plate boundary. The largest of the recorded Benioff zone events in the Pacific Northwest in the last century were the M=7.1 Olympia earthquake in 1949, the M=6.5 Seattle-Tacomma earthquake in 1965, and the M=5.1 Sastop earthquake in 1999. The M=6.8 Nisqually, Washington earthquake in 2001 was the first major seismic event of the region in this century. It occurred in the Wadati-Benioff zone of the Juan de Fuca plate at a depth of 51 km
beneath the Puget Sound region.

2.1.1 Nisqually earthquake

On February 28, 2001 a significant (Mw=6.8) earthquake occurred in the Puget Sound area of western Washington. The USGS located the event at 47.1°N and 122.72°W at a 51 km depth. It produced ground shaking over a wide area and caused damage in the cities of Olympia, Seattle, and Tacoma. The maximum recorded ground acceleration was 0.3 g (www.neic.usgs.gov/neis/eq_depot/2001/eq_010228/).
The earthquake had a normal, dip-slip mechanism. Bending of subducting plate in subduction zones causes the normal faulting in subduction zones. Juan de Fuca is a young plate with a moderate rate of convergence which indicates that the Cascadia subduction zone has a warm slab environment (Choy and Kirby, 1994). The Nisqually earthquake was an unusual event compared to other deep events of the same magnitude in the Pouget Sound region. It had a low stress drop and lacked high frequency energy. Furthermore, the Nisqually earthquake was followed by only a few aftershocks.

2.2 Earthquakes in northern and central California

The San Andreas and Hayward faults are two major faults in northern and central California. The San Andreas fault is the main boundary between the Pacific plate and North America plate (Figure 2.1). The Berkeley Digital Seismic Network and the Northern California Seismic Network record a large number of earthquakes in California each year. The earthquake record history of California goes back to 1769 when an earthquake happened near Los Angeles (http://neic.usgs.gov/neis/states/california/californiahistory.html). The 1906 San Francisco earthquake (estimated $M_W=7.8$) was one of the most destructive events in the California. It ruptured a branch of the San Andreas fault. Several other large events have struck different parts of California which have caused extensive damage and loss of lives. The most notable recent events include: the 1989 Loma Prieta earthquake ($M_w=6.9$), the 2003 San Simeon earthquake ($M_w=6.5$), and the 2004 Parkfield earthquake ($M_w=6.0$).

2.3 Previous ground motion studies

Previous ground motion studies in the world including the Pacific Northwest and California have focused on evaluation of source, propagation and site effects from observed earthquake data. Estimation of source, propagation, and site effects has
been performed using linear regression and nonlinear inversion of observed ground motion data from earthquakes (Andrews, 1982, 1986; Boatwright et al., 1991; Chin and Aki, 1991; Moya et al., 2000; Herrmann and Malagnini, 2005). Most of these kinds of ground motion studies have used direct P- and S-wave data. The separability and trade-off between different effects are still an active area in seismological research.

Coda waves have also been used to estimate the source, path, and site effects. Aki (1969) and Aki and Chouet (1975) used seismic coda to study the source and path effects from small local earthquakes. Coda waves are very useful when the direct phases are saturated on the seismogram. Since they sample the whole medium in which they propagate, coda waves can be used to derive an average of the medium properties. Because of this property, unlike the direct phases, there is no need for path correction for coda waves.

While some studies involve empirical regressions, more attempts have been recently made toward using model-based or parametric inversions. Model-based predictions also use parametric models to represent source and propagation effects. The stochastic method is a model based simulation technique, which is widely used in engineering seismology (Boore, 1983; Boore et al., 1992a; Atkinson and Boore, 1997; Gregor et al., 2002).

2.3.1 Earthquake source scaling

The Brune point source model (Brune, 1970) has been widely used in earthquake source scaling. The omega-squared Brune point source model is characterized by a stress drop parameter and seismic moment. The Brune model, however, has some simplifying assumptions and neglects finite fault effects (Haddon, 1996). Boatwright and Choy (1992) observed that the spectra of large earthquakes depart from the predictions of Brune point source model. Atkinson (1993) introduced an empirical two-corner Brune source model for the earthquake source spectrum. A finite fault model was then used to characterize some ground motion features of large earthquakes such as long duration and directivity (Silva et al., 1990; Silva and Stark, 1992; Atkinson and Silva, 1997).
The Brune point source model has been used to estimate the stress drop from earthquake spectra. Choy and Boatwright (1990) reported a dynamic stress drop of 51 bars for the Loma Prieta earthquake. Dewberry and Crosson (1995) used S-coda amplitudes for source scaling and moment estimation of Pacific Northwest earthquakes. They inferred an average stress drop of 32 bars for the region. Atkinson and Silva (1997) used a stochastic finite fault model to reduce the discrepancy between observed source spectra and the Brune model prediction. They observed a decrease of stress drop with increasing magnitude for California earthquakes assuming a point source model and stated that the apparent decrease may indicate a saturation effect due to point source distance rather than actual stress on the fault.

In most studies the source spectra are empirically derived using a linear regression technique. Non-linear inversion methods are also used to derive source spectra. Moya et al. (2000) used a genetic algorithm technique and obtained a range of stress drops from 10 to 100 bar for some aftershocks of the 1995 Kobe, Japan, earthquake assuming a Brune source model. The idea of an average constant stress drop (Kanamori and Anderson, 1975) is under debate. For example, the moderate shallow earthquakes of California are more consistent with an average stress drop of 100 bars (Atkinson and Silva, 1997, 2000), while shallow Cascadia events are reported to have a lower stress drop (Atkinson, 1995). In a recent study Malagnini et al. (2004) estimated the dynamic stress drop for some regional earthquakes recorded by the seismic network of eastern Alps and concluded that events in that region show a non-constant dynamic stress drop. They attributed the difference in stress drops to the difference in rupture dynamics between small and large events.

2.3.2 Attenuation

Attenuation relationships express a ground motion parameter (velocity, acceleration, etc.), as a function of earthquake magnitude and distance from epicenter. Proposed relationships include some other parameters such as local site effects and focal mechanisms. An attenuation relationship is one of the important inputs of a seismic hazard assessment procedure (Cornell, 1968; Reiter, 1991; Kramer, 1996).
Many researchers in the past have used the regression of available strong motion data sets from earthquakes to empirically derive attenuation relationships for use in seismic hazard studies. Campbell (1981) used worldwide data to predict an attenuation relationship for the mean peak horizontal acceleration (PHA):

$$\ln PHA(g) = -4.141 + 0.868M - 1.09 \ln[R + 0.606 \exp(0.7M)]$$  \hspace{1cm} (2.1)$$

He used magnitude 5.0 to 7.7 earthquakes for sites with maximum distance of 50 km from the earthquake. As more data became available, the attenuation relationships became more refined. Campbell and Bozorgnia (1994) used worldwide accelerograms from earthquakes of moment magnitude 4.7 to 8.1 to develop a new attenuation relationship. Their predictive relationship included some parameters to account for the earthquake mechanism and site conditions. Those parameters however, were constant numbers. Boore et al. (1992a) derived a relationship for western North America using earthquakes of magnitude 5.0 to 7.7. Toro et al. (1995) developed a relationship for eastern North America. Joyner and Boore (1998) derived a relationship for peak horizontal velocity (PHV). Most of those relationships were derived for local distances using strong ground motion data of earthquakes with magnitudes larger than 4.5. As a result these types of relationships were developed for only a few regions of the US and the world. One solution to the problem was to apply a world-wide-based relationship to another specific region. Atkinson and Boore (2003) used a large global data set of subduction zone earthquakes to derive empirical ground motion relations and concluded that applying the results of their study to a specific region is not well justified.

Using small earthquake motions in the regions where enough strong motion data are not available is useful to study wave propagation properties and regional attenuation. The results then can be used with random vibration theory to predict the peak motions from large earthquakes (Herrmann and Malagnini, 2005). The procedure includes the regression of ground motion data for each frequency in the frequency band of interest to yield the excitation, propagation, and the site terms. The results
can be interpreted using a theoretical model to estimate source and propagation parameters. The methodology which was first developed for New Madrid, Missouri, was then applied to some other regions of the US and the world for strong motion scaling. **Jeon** (2003) applied the methodology to the Utah region. **Malagnini et al.** (2000b) used the same technique for data from Germany. The same method was used to constrain high frequency ground motion in southern California, Appennines, Italy, and central Mexico (**Malagnini et al.**, 2000a; **Ortega**, 2000; **Raoof et al.**, 1999).

The coda normalization method (**Aki**, 1980; **Frankel et al.**, 1990; **Sato and Fehler**, 2000) has been used to study the attenuation of shear waves. At a single station, the method which removes the effect of the source, the instrument, and the site amplification, is useful where the instrument response is not available or correct. The method can combine data from many earthquakes to find a stable estimate of attenuation.

### 2.3.3 Site effects

Different soil types have different responses to the ground motion from earthquakes. Compared to the hard rock and stiff soils, softer soils usually amplify the ground motion from earthquakes (**Kramer**, 1996; **Stiedl et al.**, 1996). The effect of amplification at a site due to the surface geology and subsurface structure should be considered in ground motion evaluation at that site. To estimate the site amplification at a site, usually a nearby rock site is used as the reference site. In this method it is assumed that reference rock site has a flat response of unit amplitude (or a negligible response) so that it doesn’t distort the incoming signal (**King and Tucker**, 1984; **Field and Jacob**, 1995). Other authors, however, pointed out that rock sites can disturb the seismic waves in some frequency ranges and the assumption of the method is not always valid (**Stiedl et al.**, 1996; **Moya et al.**, 2000). Rock sites and soft soil sites can also deamplify the amplitude of the seismic waves. Amplification and deamplification due to surface geology of a particular site is a complex phenomenon which also depends on the frequency and the level of the ground motion.

Significant amplification of seismic waves was observed during the 1985 Michocan,
Mexico (Singh et al., 1988), 1988 Armenian (Borcherdt et al., 1989), and 1989 Loma Prieta earthquakes (Hough et al., 1990). Study of structural damage caused by those events showed that local site effects are more important than previously assumed, and that assessing the effects of the sedimentary deposits (amplification) is very important in the earthquake resistant design of critical facilities.

Field and Jacob (1995) reviewed several methods of site-response estimation. The spectral ratio method (Borcherdt, 1970) is the most common method in which the spectrum at the site of interest is divided by the spectrum at a nearby hard rock (reference) site. The method gives a good estimate of site response if the two sites have similar source and path effects and if the reference site has a negligible response. Receiver function type estimates are another method of site response estimation in which one takes the horizontal to vertical component ratios of the shear wave spectrum (Langston, 1979; Lermo et al., 1993). Andrews (1986) applied a generalized inversion approach to simultaneously solve for the source and site terms. The non-reference-site methods, such as the receiver function type method, are useful in regions that do not have good reference sites.

Spectral ratios of coda amplitudes have also provided reliable estimates of site effects. The site amplification for coda waves is assumed to be the same as the direct $S$-waves. This was first demonstrated by Tsujiura (1978) who showed that coda amplitude ratios between two sites are comparable with their $S$-wave amplitude ratios. Since then many researchers have used the same technique to estimate $S$-wave site amplifications using coda waves (Phillips and Aki, 1986; Mayeda et al., 1991; Kato et al., 1995).

### 2.4 Parameterization and modeling of strong ground motion

Aki (1967) derived a theoretical scaling law for the seismic spectrum based on a dislocation model (Haskell, 1964) of the seismic source. The similarity assum-
tion in Aki’s work implied a constant stress drop model. Brune (1970) modeled an earthquake source by applying a stress pulse to the dislocation surface neglecting the fault propagation effects. Aki’s scaling (based on the Haskell’s kinematic dislocation model) and the Brune’s dynamic model have been used by many seismologists for earthquake ground motion prediction (Boore, 2003).

Stochastic modeling of strong ground motion (McGuire and Hanks, 1980; Hanks and McGuire, 1981; Boore, 1983) is widely used in engineering seismology. It combines the seismological models of predicted seismic amplitude spectrum with random processes based on the fact that large parts of observed strong motions on the seismogram are random and incoherent. Using the stochastic method, the ground motion at a site can be obtained by either time domain simulations or estimates of peak motions (using random vibration theory) for a given amplitude spectrum (Boore, 1983, 2003).

In summary, deriving empirical predictive relationships for seismic wave attenuation requires a large data set of strong motion from moderate to large earthquakes. Those data sets are not available for many regions because of low seismic activity and poor distribution of seismic stations. Applying a relationship developed for a specific region to another region may overestimate or underestimate the ground motion level. This is also true for stress drop, since the stress drops derived from data in a region may significantly differ from those of another region. Large data sets of locally recorded small earthquakes in places with dense distribution of seismic stations can be used to characterize the source, propagation, and site terms. The results can be modeled to estimate the source and propagation parameters such as stress drop and seismic Q. Since the seismic networks in the study areas have both short period and broad band instruments, the study results can cover a wide frequency range.
Chapter 3

Theory and Method

3.1 Earthquake source models

Stress drop is the most important parameter in the faulting process during an earthquake. It is defined as the difference between the stress at a point on the fault before and after the earthquake (Lay and Wallace, 1995). Stress drop can be determined from the seismic spectrum. Models of seismic source spectrum include kinematic and dynamic models.

3.1.1 Haskell’s model–rectangular fault

A simple kinematic model of a rectangular fault was developed by Haskell (1964). Slip ($\Delta u$) propagates only along the length $L$ with a constant velocity. Fracture can be modeled either as unilateral or bilateral. The displacement amplitude spectrum based on the Haskell’s model consists of a flat part at low frequencies and a decreasing ($\omega^{-2}$) part after a certain corner frequency. The source time function in the Haskell’s model includes a rise time; the amplitude spectrum shape is a combined effect of the source dimensions and the rise time. Finite dimension of the source and rise time have been validated by studying the observed spectra of seismic sources (Aki, 1967; Lay and Wallace, 1995; Udias, 1999).

3.1.2 Brune’s model–circular fault

Brune (1970) developed a simple model of an extended circular seismic source known as the Brune’s model. Brune’s model consists of a circular fault in a homogeneous material. An initial stress $\sigma_0$ is applied to the fault surface instantaneously so
there is no fracture propagation and after time $t_1$ stress reaches a new value $\sigma_1$. So $\Delta \sigma = \sigma_0 - \sigma_1$. The shear pulse generates a propagating shear wave. The direction of propagation is perpendicular to the fault plane. The stress pulse at a distance $x$ is defined as (Udías, 1999)

$$\Delta \sigma(x, t) = \Delta \sigma H(t - \frac{x}{\beta}), \quad (3.1)$$

where $\beta$ is the shear-wave propagation velocity and $H(t)$ is the Heaviside unit step function. At time $t$, the shear wave pulse will propagate a distance $\beta t$ into the medium. So the instantaneous strain is

$$\varepsilon = \frac{u(t)}{\beta t} = \left( \frac{\Delta \sigma}{\mu} \right), \quad (3.2)$$

and the shear displacement

$$u(t) = \frac{\Delta \sigma \beta t}{\mu} \quad (3.3)$$

The Fourier transform of (3.3) is

$$U(\omega) = \int_{0}^{\infty} \frac{\Delta \sigma \beta e^{i\omega t}}{\mu} dt = \frac{\Delta \sigma \beta}{\mu \omega^2}, \quad (3.4)$$

It is obvious from (3.3) that particle velocity $\dot{u}(t)$ is directly proportional to the stress drop: $\dot{u}(t) = \Delta \sigma (\beta / \mu)$. This indicates that when $\Delta \sigma$ is constant, $\dot{u}(t)$ should also be constant and independent of earthquake. The fault propagation is neglected in Brune’s model. In fact the rupture propagates with velocity $v_r$ which results in a reduced particle velocity instead.

The far field source spectrum predicted by Brune’s model is

$$U(\omega) = \frac{\Delta \sigma \beta}{\mu} \frac{1}{\omega^2 + b^2}, \quad (3.5)$$

where $b = 2.33 \beta / a$ and $a$ is the radius of the fault. Equation (3.5) does not include the radiation pattern and distance effects. Like the Haskell’s model the spectrum (3.5) has a flat part at low frequencies and decreases as $\omega^{-2}$ at higher frequencies.

Fault dimensions are usually obtained from the spectra of $S$ waves. For this
purpose, the Brune’s circular model is a good approximation for small to moderate earthquakes. For larger earthquakes which the length of the fault is larger than the width, the Haskell’s model is a better approximation (Udías, 1999).

### 3.1.3 Stress drop and fault dimensions

Stress drop for an earthquake can be estimated if the seismic moment and the fault dimensions have already been measured for that earthquake. For a circular fault of radius $R$

$$\Delta \sigma = \frac{7}{16} \frac{M_0}{R^3}, \quad (3.6)$$

for a rectangular strike-slip fault with length $L$ and width $w$

$$\Delta \sigma = \frac{2}{\pi} \frac{M_0}{w^2 L}, \quad (3.7)$$

and for a rectangular dip-slip fault

$$\Delta \sigma = \frac{4(\lambda + \mu)}{\pi (\lambda + 2\mu) w^2 L} \frac{M_0}{3\pi w^2 L}, \quad (3.8)$$

where the last equation assumes $\lambda = \mu$.

If fault dimensions are known by another method this process is straightforward. For large earthquakes the fault dimensions may be determined from the aftershock area. For smaller earthquakes it is harder to measure the fault dimensions and a small error in fault length or fault radius will result a big error in stress drop (Lay and Wallace, 1995; Stein and Wysession, 2003). The fault dimensions can also be measured from spectrum of the seismic waves by identifying the corner frequency and then estimating the rupture time of the earthquake. The product of the rupture time and the rupture velocity yields the fault dimension. The rupture velocity and the fault geometry however, should be assumed in this method and again a small uncertainty in the rupture time will result a large uncertainty in the stress drop. In some cases identifying the corner frequency from the spectrum is not easy because of free surface and site effects. For shallow earthquakes, later arriving reflections overlap
and give a spectrum different from the source pulse (Langston, 1978). Amplification of some frequencies due to site effects can also hide the real corner frequency of the spectrum (Moya et al., 2000).

3.2 Ground motion spectrum

In a simple medium, the acceleration spectrum of horizontally polarized shear waves (Boore, 1983) at a distance $R$ from the source is

$$A(\omega) = C M_0 S(\omega, \omega_c) P(\omega, \omega_m) \frac{e^{-\omega R/2Q\beta}}{R},$$  \hspace{1cm} (3.9)

where $C$ is a constant, $M_0$ is the seismic moment, $P(\omega, \omega_m)$ is a high cut filter, and $\frac{e^{-\omega R/2Q\beta}}{R}$ is the path term. The constant $C$ is given by

$$C = \frac{R_{\theta\phi} \cdot FS \cdot PRTITN}{4\pi \rho \beta^3}.$$ \hspace{1cm} (3.10)

$R_{\theta\phi}$ is the radiation pattern, $FS$ is the free surface amplification, $PRTITN$ accounts for partitioning of energy into two horizontal components, $\rho$ is the density and $\beta$ is the shear wave velocity. The (acceleration) source spectrum, $S(\omega, \omega_c)$ (Brune, 1970) is given by

$$S(\omega, \omega_c) = \frac{\omega^2}{1 + (\omega/\omega_c)^2}.$$ \hspace{1cm} (3.11)

The high cut filter $P$ accounts for the sharp decrease in acceleration spectrum after a cutoff frequency $\omega_m$ and has the following form

$$P(\omega, \omega_m) = [1 + (\omega/\omega_m)^{2s}]^{-1/2},$$ \hspace{1cm} (3.12)

where $s$ controls the decay rate at high frequencies. Since both $Q$ and $P(\omega, \omega_m)$ reduce high frequencies, only one of these terms appears.

Seismic moment $M_0$ and corner frequency $f_c$—two parameters that control the
spectra of different earthquakes—are related through the following equation

\[ f_c = 4.9 \times 10^6 \beta (\Delta \sigma / M_0) \]  

(3.13)

where \( f_c \) is in Hertz, \( \beta \) is in km/sec, \( \Delta \sigma \) is in bars and \( M_0 \) is in dyne-cm \((Brune, 1970)\).

### 3.3 Stochastic modeling

Ground motions at a site can be obtained by either time domain simulation or estimates of peak motions using random vibration theory for a given spectrum of motion \((Boore, 2003)\). For a specified amplitude spectrum it is possible to generate a time series whose spectrum matches the specified one using the stochastic method. \(McGuire and Hanks (1980)\) and \(Hanks and McGuire (1981)\) combined the seismological models of radiated spectra with the concept that high frequency ground motion is random in nature. They used Parseval’s theorem to predict the rms acceleration \((a_{rms})\) and then related this rms value to the peak ground acceleration \((a_{rms})\), using the results from random vibration theory.

#### 3.3.1 Time domain modeling

In the stochastic approach the ground motion is modeled as bandlimited finite duration white Gaussian noise \((Hanks and McGuire, 1981; Boore, 1983)\). The time domain simulation begins with the generation of a windowed time series of Gaussian noise with zero mean. The variance should be chosen in a way that the average spectral amplitude of the noise will be equal to one. The noise is generated for a duration which is given by the duration of the motion. The spectrum of the noise is then multiplied by the specified spectrum and then will be transformed back into the time domain to give the final time series. \(Boore (2003)\) mentions that the order of windowing and filtering of white noise is important. If the filtering is done first, the long period part of the motion will be distorted. In practice the simulation is repeated
many times and the average of all simulated spectra’s is computed. So the essential inputs of the stochastic method are the spectrum and the duration of the ground motion. A Brune $\omega^2$ source model (equation 3.11) is usually used in simulations. The effects of all other parameters (3.9), are then applied to the simulated spectrum. Defining the duration of motion may require fitting the observed duration to a linear interpolation function.

### 3.3.2 Random vibration theory

Random vibration theory (RVT) is used to estimate the peak motion ($a_{max}, v_{max},$ etc) from the spectral shape and duration of motion as a faster alternative to time domain simulation. It provides an estimate of the ratio of peak motion ($a_{max}$) to rms motion ($a_{rms}$). Cartwright and Longuet-Higgins (1956), (CLH), derived the equations for the ratio of peak to rms motion.

The rms acceleration ($a_{rms}$) can be obtained from the integral of the squared acceleration spectrum using the Parseval’s theorem

\[
\int_{-\infty}^{\infty} |a(t)|^2 \, dt = \frac{1}{2\pi} \int_{-\infty}^{\infty} |A(\omega)|^2 \, d\omega,
\]

where $a(t)$ is the acceleration time history and $A(\omega)$ is its Fourier amplitude spectrum. Assuming that the most significant motion occurs in the shear wave arrival window and that spectral amplitudes will be cut off at $f = f_{max}$ (Hanks, 1979) by anelastic attenuation

\[
\int_{0}^{T_d} |a(t)|^2 \, dt = \frac{2}{2\pi} \int_{2\pi f_0}^{2\pi f_{max}} |A(\omega)|^2 \, d\omega,
\]

where $t = 0$ corresponds to the shear wave arrival ($R/\beta$) and $T_d$ is the duration of the shear wave signal. The rms acceleration is then

\[
a_{rms} \equiv \left[ \frac{1}{T_d} \int_{0}^{T_d} |a(t)|^2 \, dt \right]^{1/2}.
\]

Assuming that

\[
A(\omega) = \Omega_0 (2\pi f_0)^2 \quad f_0 \leq f \leq f_{max}
\]
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, and using the approximation that $f_0 = 1/T_d$, the rms acceleration becomes

$$ a_{rms} = 2^{1/2}(2\pi)^2 \Omega_0 f_0^3 (f_{max}/f_0)^{1/2}, \quad (3.17) $$

where $\Omega_0$ is the spectrum level at low frequencies. The result of (3.17) holds for $f_{max} \gg f_0$. For the Brune scaling $\Delta \sigma = 106 \rho R \Omega_0 f_0^3$ (Hanks and Thatcher, 1972), the substitution in (3.17) gives

$$ a_{rms} = 0.85 \frac{2^{1/2}(2\pi)^2}{106} \frac{\Delta \sigma}{\rho R} \left( \frac{f_{max}}{f_0} \right)^{1/2}. \quad (3.18) $$

The factor 0.85 accounts for the combined effect of free surface amplification, partitioning of horizontal motion, and the radiation pattern (Hanks, 1979).

Hanks and McGuire (1981) used an equation based on random vibration theory (Vanmarcke and Lai, 1980) to predict the peak acceleration from the rms acceleration

$$ \frac{a_{max}}{a_{rms}} = \left[ 2 \ln(N) \right]^{1/2}, \quad (3.19) $$

where $N$ is the number of extrema in the time interval $T$. Equation (3.19) is based on an assumption that time series is stationary with uncorrelated peaks. If $\tilde{f}$ is the predominant frequency of the motion, in general

$$ N = 2\tilde{f}T. \quad (3.20) $$

Equation (3.19) is a valid approximation for large $N$. For smaller $N$, CLH equation 6.8 gives an expression for the peak to rms ratio. Boore (1983) expanded the integrand of their integral in terms of binomial series and did a term by term integration

$$ \frac{E(a_{max})}{a_{rms}} = \sqrt{\frac{\pi}{2}} \sum_{l=1}^{N} (-1)^{l+1} C_l^N \frac{c_l}{\sqrt{l}} e^l, \quad (3.21) $$

where $E(a_{max})$ is the expected value of the largest extrema of acceleration and $C_l^N$
are the binomial coefficients \((= N!/(l!(N - l)!))\). \(\xi\) is given by

\[
\xi = m_2/(m_0m_4)^{1/2}.
\] (3.22)

In fact \(\xi\) is a measure of the bandwidth of the spectrum. \(m\)'s are the moments of the energy density spectrum, where the \(k\)th moment is defined as

\[
m_k = \frac{1}{2\pi} \int_0^\infty \omega^k |A(\omega)|^2 d\omega.
\] (3.23)

CLH (1956) derived an asymptotic expression for large values of \(N\)

\[
\frac{E(a_{\text{max}})}{a_{\text{rms}}} = [2 \ln(N)]^{1/2} + \gamma/[2 \ln(N)]^{1/2},
\] (3.24)

where \(\gamma\) is the Euler’s constant \((= 0.5772...).\) Equation (3.19) is the first term of this equation. If we have \(a_{\text{rms}}\), we need \(T\) and \(N\) to use equation (3.24). The usual estimate of \(T\) is the inverse of the source corner frequency and \(N\) is estimated using (3.20) which in turn needs the predominant frequency \(\bar{f}\). The appropriate frequency when \(N\) is the number of extrema,\((Boore, 1983, 2003),\) is given by

\[
\bar{f}_e = \frac{1}{2\pi} (m_4/m_2)^{1/2}.
\] (3.25)

After choosing the appropriate duration \(T\), the relation between maximum amplitudes and rms amplitudes depends only on moments of ground motion spectrum. \(Boore\) (1983) compared the ground motion measures predicted by stochastic time domain modeling and RVT. His results show that the two methods agree well for large \(N\) and the RVT results departs from the time domain simulations for small values of \(N\).
3.4 Regression method

3.4.1 General regression for peak filtered motion or Fourier velocity

In the frequency domain observed ground motion can be considered as the multiplication of independent source, site, and path effects. The relationship is additive in the logarithmic sense, so the observed logarithm of ground motion, \( A(r, f) \), can be written as

\[
A_{ij}(r, f) = E_i(r_{ref}, f) + S_j(f) + D(r_{ij}, f).
\]

(3.26)

where \( r \) is the hypocentral distance, \( f \) is the observed frequency, \( i \) is the source index, \( j \) is the site index, \( r_{ref} \) is a reference distance, and \( E, S, \) and \( D \) are the source excitation, site, and distance (path) functions. The propagation term \( D(r, f) \), can be modeled in terms of geometrical spreading \( g(r) \) and the frequency dependent anelastic attenuation, \( Q(f) \). The term excitation is used here because the regression results do not define any of the source parameters directly. The function \( D(r) \) in (3.27) is approximated by piecewise linear segments with a condition of continuity (Anderson and Lei, 1994; Harmsen, 1997). Using this interpolation function the \( D(r) \) is described in terms of the values at \( N \) nodes as

\[
D(r, f) = \sum_{k=1}^{N} L_k(r) D_k.
\]

(3.27)

where \( N \) is the number of nodes and \( L_k(r) \) is a linear interpolation function defined as

\[
L_k(r) = \begin{cases} 
\frac{r-r_{k-1}}{r_k-r_{k-1}} & : if r_{k-1} \leq r \leq r_k and 2 \leq k \leq n \\
\frac{r_{k+1}-r}{r_{k+1}-r_k} & : if r_k \leq r \leq r_{k+1} and 1 \leq k \leq n - 1 \\
0 & : otherwise
\end{cases}
\]

and \( D_k \equiv D(r_k, f) \) are node values. The \( N \) coefficients are determined by the inversion of each sampling frequency. The nodes are chosen at 10, 20, 30, 40, 50, 75, 90, 105, 120, 135, 150, 175, 200, 250, 300, 400, 500, 600, 700, 800, 900, and 1000 km. The
ground motion regression model is then

\[ A_{ij}(r, f) = E_i(r_{ref}, f) + S_j(f) + \sum_{k=1}^{N} L_k(r) D_k. \] (3.28)

Having a set of observations of ground motion at different stations we can construct a matrix form of (3.29). The system of equations can then be solved for the excitation, propagation, and site terms using a linear inversion. A damped least square method with a singular value decomposition (SVD) technique (Lawson and Hanson, 1974; Menke, 1989) can then be used if we add some constraints to the system of equations. These constraints make the inversion more stable by reducing the number of degrees of freedom. The constraints used here are:

- \( D(r_{ref}) = 0 \), where \( r_{ref} = 40 \) km. The reference distance \( r_{ref} \) is selected to be in the range of the observed distances. In this case we interpolate within the data set not extrapolate beyond it. It should be large enough to reduce the effect of source depth error on the hypocentral distance and yet not so far that the Moho reflections complicate the motions.

- \( \sum_j S_j(f) = 0 \) for selected data channels.

- \( D(r) \) is smooth.

Anderson and Lei (1994) used a linearity constraint on \( D(r) \) by requiring the numerical second derivative estimate to be zero

\[ D_{i-1} - 2D_i + D_{i+1} = 0 \]

The effectiveness of this constraint can be judged by examining the regression residuals of fit as function of distance.

Given the level of motion \( E_j(r_{ref}, f) \) at \( r_{ref} = 40 \) km, The \( D(r, f) \) propagates that motion to the desired distance, \( r \), and the site term adjusts that motion to a particular physical location.
The general regression is done for observed peak filtered velocity and Fourier velocity data.

3.4.2 Implementing general regression

The following linear equation is used for the observed amplitude at a distance $r_k \leq r \leq r_{k+1}$

$$\log A_l(f) = E_i(f) + p D_k(f) + (1 - p) D_{k+1}(f) + S_j(f)$$ (3.29)

for $r_k \leq r \leq r_{k+1}$:

$$p \equiv \frac{r_{k+1} - r_0}{r_{k+1} - r_k}$$

where $l$ is the number of observations replacing $ij$, $1 \leq l \leq n$, $i$ is the number of earthquakes, $1 \leq i \leq ne$, $k$ is the number of distance terms, $1 \leq k \leq m$, and $j$ is the number of sites, $1 \leq j \leq ns$. The matrix form representation of (3.30) is then

$$A_{(n+m+1) \times 1} = B_{(n+m+1) \times (ne+m+ns)} \cdot M_{(ne+m+ns) \times 1},$$ (3.30)

where $A_l$ is the logarithm of the observed processed peak values of the filtered time histories or Fourier spectra. The constraints (section 3.4.1) are applied to the system of equations by adding rows in the matrices. In the expanded matrix form, the rows above the first dotted lines are related to the data, the rows between first and second dotted lines refers to the constraint to the site terms, the rows between second and third dotted lines applied to the smoothing of the attenuation term, and the last row is used to force the reference distance at the proportional functional to be zero.
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3.4.3 Coda normalization method

The coda normalization technique can be used to estimate the source, path and site terms (Sato and Fehler, 2000). Aki (1980) used this technique to determine the shear wave $Q$ in the crust. For a specific event, this technique divides the amplitude of the direct $S$ Wave by the amplitude of the $S$ coda (Frankel et al., 1990). The amplitude of the coda is computed for a lapse time equal or greater than twice of the direct $S$ arrival time. The spectral amplitude of the $S$ wave at a specific station is given by

$$A_s(\omega, r) = R_{0\theta} I(\omega) S(\omega) G(\omega) r^{-\gamma} e^{-\omega r/2Q^2}, \quad (3.31)$$

where $r$ is the hypocentral distance, $R_{0\theta}$ is the radiation pattern, $\beta$ is the $S$ wave velocity, $I(\omega)$ is the instrument response, $S(\omega)$ is the source term, and $G(\omega)$ represents the site amplification. $\gamma$ is the exponent of the geometrical spreading term.

The coda wave amplitude spectrum can be expressed as

$$A_C(\omega, t_c) = I(\omega) S(\omega) G(\omega) C(\omega, t_c), \quad (3.32)$$

where $C(\omega, t_c)$ represents the coda spectral amplitude decay and is called the coda envelope shape (Frankel et al., 1990). It is usually assumed that the site amplification terms are the same for direct and coda ($S$) waves (Tsujiiura, 1978). Furthermore, for a given region the coda level is independent of the source receiver distance (Rautian and Khatutin, 1978), after some lapse time. This means that we can use the same coda level for a specific earthquake in different stations. Dividing (3.32) by(3.33) then yields

$$A_s(\omega, r)/A_C(\omega, t_c) = R_{0\theta} r^{-\gamma} e^{-\omega r/2Q^2}/C(\omega, t_c) = D(\omega, r) - C(\omega, t_c). \quad (3.33)$$

The division removes the effect of the source and the instrument but not the radiation pattern. This method is useful in cases which there are some unknown instrument responses or when the instrument response is not reliable. For each frequency the normalized amplitude (3.34) can be plotted for different earthquakes and different
stations. The normalized amplitude decays with distance and the decay can be modeled as a function of $Q$ and geometrical spreading. This method needs enough coda length after twice the direct $S$ arrival time. I will use a regression technique to derive the distance term based on the coda normalization method. This independent estimate of the distance term will then be compared to the results from the general regression of direct $S$ waves.

3.4.4 Implementing regression for coda normalization

The equation (3.34) can be written as

$$A_{\text{normalized}}(r, f) = \frac{A_s(r, f)}{A_C(f, t_s)},$$

(3.34)

taking the logarithm of both sides gives

$$\log A_{\text{normalized}}(r, f) = D(r, f) - C(\omega, t_s),$$

(3.35)

where $C(\omega, t_s)$ is the coda envelope that describes the decay of coda with a reference lapse time $t_s$. Combining (3.28) and (3.36) gives

$$\log [A_{\text{normalized}}(r, f)] = L_K(r) \cdot D_k \cdot + L_{k+1}(r) \cdot D_{k+1} - C(f, t_s).$$

(3.36)

If we define $A_t(r) = \log[A_{\text{normalized}}(r, f)]$, Equation (3.37) becomes

$$A_t(r) = p \cdot D_j + (1 - p) \cdot D_{(j + 1)} - C(f, t_s).$$

(3.37)

For $r_k \leq r \leq r_{k+1}$

$$A_{(n+m+1) \times 1} = G_{(n+m+1) \times m} \cdot M_{m \times 1},$$

(3.38)

where $n$ is the number of observations and $m$ is the number of distance terms. The smoothness and $D(r_{ref}, f) = 0$ constraints will be added to the system of equations. The reference distance will be chosen to be 40 km for the same reasons mentioned
before in section (3.4.1).

The equation (3.39) can be written as the following matrix form

\[
\begin{pmatrix}
A_1 & 0 & p & 1 - p & 0 & \cdots & 0 \\
A_2 & p & 1 - p & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
A_n & 0 & 0 & p & 1 - p & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & -2w & w & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & 0 & \cdots & w & -2w \\
\vdots & \vdots & \vdots & \vdots & \vdots & & \vdots \\
0 & 0 & 0 & w \cdot e f & 0 & \cdots & 0
\end{pmatrix}
\begin{pmatrix}
D_1 \\
D_2 \\
D_3 \\
D_4 \\
D_5 \\
D_6 \\
D_7 \\
D_8 \\
D_9 \\
D_{10}
\end{pmatrix}
\]

where dotted lines are inserted to separate the observation data from the constraint entries. The constraints will be used more effectively by using the weight parameter \(w\). Applying this technique, yields an initial \(D(r, \omega)\) which is an independent, unbiased estimate of the true \(D(r, \omega)\).

### 3.5 Modeling the regression results

The regression is applied to each processed frequency to yield the excitation, path, and site terms. The results then should be interpreted in terms of a theoretical model to estimate the related parameters of each term. An expression for the predicted Fourier velocity spectra for frequency \(f\) and distance \(r\) is

\[
\alpha(r, f) = s(f, M_w) g(r) e^{-\pi f r / Q(f)} V(f) e^{-\pi f \kappa},
\]

where \(\alpha(r, f)\) is the Fourier velocity spectra, \(s(f, M)\) is the source excitation as a function of moment magnitude, \(g(r)\) is the geometrical spreading function, \(Q(f)\) is
the frequency dependent quality factor which equals $Q_0(f/1.0)^n$, $Q_0$ is the quality factor at 1.0 Hz, $V(f)$ is a frequency dependent site amplification, and $\kappa$ controls site dependent attenuation of high frequency. The velocity spectra at a distance of 1 km is defined as

$$s(f, M) = \frac{C M_0 2\pi f}{1 + (f/f_c)^2},$$

where $M_0$ is the seismic moment, $f_c$ is the source corner frequency, and $C$ is a constant (Boore, 1983).

A comparison of regression parameters of (3.27) with this formula and applying the constraints shows the association:

$$10^E = s(f, M) g(r_{ref}) e^{-\pi f r_{ref} / Q(f) \beta} \sqrt{V(f)} e^{-\pi f \kappa}, \quad (3.40)$$

$$10^D = \frac{g(r)}{g(r_{ref}) e^{-\pi f r_{ref} / Q(f) \beta}}, \quad (3.41)$$

$$10^S_i = \frac{V(f) e^{-\pi f \kappa}}{V(f) e^{-\pi f \kappa}}, \quad (3.42)$$

where $\sqrt{V(f)} e^{-\pi f \kappa}$ is the network average of the site effect. In general the geological characteristics of the sites are not known well. To get around this problem an effective $\kappa$, $\kappa_{eff}$, is defined for the composite effect of network average site amplification by

$$e^{-\pi f \kappa_{eff}} = \sqrt{V(f)} e^{-\pi f \kappa}. \quad (3.43)$$

If $V(0) = 1$, both sides of equation (3.44) approach 1.0. $V(f)$ monotonically increases from 1.0 at low frequencies to a fixed high frequency value, and since we have a limited frequency range to fit a logarithmic function, the equation (3.44) may need a constant factor.

By interpreting the regression results based on the theoretical model (3.40) and the corresponding relationships (3.41-3.44), we characterize the excitation term, $E$, as the network average motion at a reference distance for a given event. The $D$ term
as a function that propagates this motion to the hypocentral distance of interest, and the \( S \) as a term that relates a specific site to the network average site response. It should be noted that the regression results are purely empirical and the forward model does not predict absolute motions unless some independent calibration is used.

Each modeling involves the solving of the forward problem assuming some parameters values (e.g., \( Q \) and \( \eta \)) using the stochastic method and fitting the model based term (\( D(r) \) in this case) to the corresponding observed term. The procedure is repeated many times and the final value of parameters are selected for the case of the best fit. Visual fitting is usually done since in most cases the parameters can be found without too much effort. In some cases however, especially when the number of parameters increases, the visual fitting becomes more difficult and is not preferred. For the modeling part of this study, I use the genetic algorithm (GA) search method to fit the observed to the predicted terms. I also use visual fitting in some cases for comparison purpose. GA is a global search method that can overcome local minima of the objective function in many cases. It can be used for nonlinear inversion as well as linear inversion problems.

### 3.6 Error analysis

Since the forward modeling using the stochastic method does not provide any uncertainty or error measurement on the estimated parameters such as \( Q \) and stress drop, some other methods need to be used for this purpose. I used a bootstrap technique which is a resampling method and is widely used for error estimation when such an estimate is not provided by the inversion or modeling. Resampling techniques can be designed in a way that do not require the usual assumptions about the data probability distribution. More importantly, these techniques can be used to evaluate various statistical properties that can not be determined analytically (Tichelaar and Ruff, 1989).

In a resampling technique like the bootstarp, the original data set is resampled with replacement to form a large number of data sets and the multiple estimates of the
model give information on model variance. A bootstrap resample is a random selection of \( n \) data from \( n \) original data and since the resampling is done with replacement, a certain element of the original data set may appear more than once in a new data set. If \( \hat{\theta}_i^* \) is an estimator of the statistic \( \theta \) calculated for the bootstrap resample \( i \), the bootstrap estimate of standard deviation of \( \theta \) is

\[
\hat{\sigma}_{BOOT} = \left[ \frac{1}{L-1} \sum_{i=1}^{L} (\hat{\theta}_i^* - \bar{\theta})^T (\hat{\theta}_i^* - \bar{\theta}) \right]^{1/2},
\]

(3.44)

where \( \bar{\theta} = \frac{1}{L} \sum_i^L \hat{\theta}_i^* / L \) (Efron and Tibshirani, 1994).

### 3.7 The procedure

I use large data sets of small to moderate crustal earthquakes in the Washington-Oregon, central, and northern California to derive the excitation, propagation, and the site terms for the defined frequency and distance ranges. Geometrical spreading and \( Q \) are determined by matching the observed propagation term to the theoretical one and the stress drop is defined in the same way using the excitation term.

- For each study area the data (digital seismograms) are requested from the network. The data preparation includes previewing each trace to discard the clipped, noisy, or otherwise bad waveforms, removing the instrument response to form the velocity time history, and picking the \( P \) and \( S \) arrival times.

- Each trace is then bandpass filtered at a center frequency, \( f_c \). A highpass Butterworth filter with corner frequency \( f_c / \sqrt{2} \), followed by a lowpass filter with corner frequency \( \sqrt{2} f_c \). The center frequencies are 0.25, 0.3, 0.5, 1, 2, 3, 4, 6, 8, 10, 12, 14, and 16 Hz.

- The signal duration is defined as the interval within which the integral of filtered velocity squared following the \( S \) arrival changes from 5% to 75% of the maximum.
• Peak filtered velocity following the $S$ arrival and the RMS Fourier velocity spectra of the waveform within the duration window between frequencies $f_c/\sqrt{2}$ and $\sqrt{2}f_c$ are computed. The general regression (3.4.1) is performed on these two data sets to yield the excitation, path, and site terms for peak filtered velocity and Fourier velocity at each center frequency.

• RMS signal level as function of time is computed. The regression of coda waves (3.4.3) is performed on this data set.

• Fourier velocity $D(r)$ (derived from the regression) is fitted in terms of $g(r)$ and $Q(f)$ and then the $g(r)$ and $Q(f)$ choice is used to refine the duration ($T(r)$) values by fitting the $D(r)$ for the filtered peak velocity (section 3.5).

• Fitting the excitation term in terms of stress drop using the previously derived $g(r)$ and $Q(f)$.

• Error estimation of derived parameters from the modeling.

I follow the same sequence for each data set and compare the results of different regions. The results and their implications for seismic hazard is discussed at the end.
Chapter 4

Data

Study areas in this study include: Washington-Oregon, Northern California, and Central California regions. Each region has a large data set of small to moderate earthquakes.

4.1 Washington-Oregon

The study area in the Washington-Oregon ranges from 42°N to 49°N in latitude and from -117° to -125° in longitude (Fig. 4.1).

Figure 4.1: Map of earthquakes (circles) and PNSN stations (triangles) in Washington-Oregon.

The data set includes more than 4000 waveforms from 250 earthquakes ($M \geq 3.0$)
which occurred during 1993-2003. The data are provided by the Pacific Northwest Seismic Network (PNSN). The PNSN operates more than 100 short period and some broadband stations in the area. PNSN data is used to study earthquake hazard in the Pacific Northwest, volcanic eruptions of Mount St. Helen’s, and to determine the location of faults and volcanic magma chambers (www.pnsn.org). Crustal earthquakes are the primary focus of this study but there might be some deeper Benioff zone earthquakes in the data set.

### 4.2 Northern California

The Northern California study area ranges from 37°N to 42°N in latitude and from -119° to -124° in longitude. The data set from Northern California seismic network (NCSN) and Berkeley Digital Seismic Network (BK) includes more than 1900 waveforms from 240 earthquakes \( M \geq 3.0 \) from 1995 to 2005 (Fig. 4.2).

![Figure 4.2: Map of earthquakes for this study (circles), NC short period (triangles), and BK broadband (squares) stations in northern California.](image)

Recording channels and their sampling frequencies for the BK and NC networks
are given in Table 4.1.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>Channels</th>
<th>Rate (samples/sec)</th>
<th>Sampling Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Broadband seismometer</td>
<td>BHE, BHN, BHZ</td>
<td>20</td>
<td>Continuous</td>
</tr>
<tr>
<td>Broadband seismometer</td>
<td>HHE, HHN, HHZ</td>
<td>80</td>
<td>Continuous</td>
</tr>
<tr>
<td>Short-period seismometer</td>
<td>EHE, EHN, EHZ</td>
<td>100</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

Table 4.1: Recording channels of BK and NCSN networks.

4.3 Central California

The map of central California study area is shown in Fig. 4.3. Two distinct clusters of earthquakes can be seen from the map. Since it is interesting to compare the wave propagation and source parameters of the western and eastern parts, I decided to split the data set and study each part separately.

![Map of central California](image)

Figure 4.3: Map of earthquakes (this study) and the stations in central California. Ellipses show the earthquakes for western and eastern parts of the study area.

The western part data set include 2660 waveforms from 230 earthquakes. The eastern part data set consists of 1850 waveforms from 240 earthquakes. The earthquakes of both data sets occurred from 1995 to 2005 and have magnitudes equal to or larger than 3.0.
Chapter 5

Ground motion scaling in Washington-Oregon

The data set of Washington-Oregon earthquakes (Fig. 5.1) are mostly vertical short period seismograms which cover a distance range of up to 500 km. The observation distances from the events for each station should overlap with that of other stations. This reduces the trade off between the site and the propagation terms in the regression. Since there are only a few broadband horizontals in the data set, I have done the regression and modeling of the whole data set and the vertical but not the horizontal components.

Figure 5.1: Map of stations (triangles) and events (stars) for this study in Pacific Northwest.
5.1 Data Processing

The coda analysis and regression is first done for the Fourier data. The same procedure is then repeated for the bandpass filtered data. The coda results are used as an independent measurement for comparison purpose.

5.1.1 Coda shape

Figure 5.2 shows the decay shape of the normalized coda at 1.0 Hz as a function of time. All the peak values are normalized to the value of coda at a reference level. A 256 point moving average window is applied to compute the RMS average.

![Graph showing coda decay](image)

Figure 5.2: Coda decay for 1.0 Hz data in the study area (See text for explanation).

The black lines in the figure show the initial part of the seismogram before the \( P \) arrival, red lines between \( P \) and \( S \) arrivals, green lines the coda between \( t_s \) and \( 2t_s \), and the blue lines are the stable coda after \( 2t_s \). The coda shape which is empirically determined from data is shown by the heavy red line. The red triangles and the black circles represent the peak amplitude value and the normalized peak amplitudes respectively. These values are used to estimate the propagation \( D(r) \) term from the coda.
5.1.2 Regression of Fourier velocity spectra

Figure 5.3 shows the regression results for the propagation term, $D(r)$, at frequencies 1.0 and 6.0 Hz on the Fourier velocity spectra. Top panels show the propagation estimated by coda normalization technique. The mid-panels show the $D(r)$ from the coda and the regression analysis. The $D(r)$ from the two methods are similar at distances less than 100 km. The lower panel show the regression residuals as a function of distance.

![Figure 5.3](image)

Figure 5.3: Regression results for 3 component Fourier velocity data at 1.0 and 6.0 Hz. Top, coda estimate of $D(r)$ using coda normalization method. Middle, coda and regression propagation functions ($D(r)$). Bottom, final residual of the regression analysis.

Figure 5.4 show the 3-component $D(r)$ at different frequencies obtained from the regression of the Fourier velocity data. The curves are corrected for $r^{-1.0}$ to emphasize the departure from $r^{-1.0}$ geometrical spreading. The reference Distance at 40 km is used to normalize the $D(r, f)$ (section 3.4.1). The horizontal dashed line represents the $r^{-1.0}$ trend.
The results for the 0.25, 0.3, and 0.5 Hz show a different trend from other frequencies. These lowest three frequencies may have been affected by the frequency noise, since we use an estimate of duration in the time domain within which the Fourier spectra is computed. The noise in the signal impairs the duration estimation.

![PNW Fourier Amplitude D(r) for f_n](image)

Figure 5.4: The reduced attenuation function $D(r, f)$ obtained from the regression on the 3 component Fourier velocity spectra at frequencies 0.25-16 Hz.

### 5.1.3 Duration

*Boore* (1983) used a simple duration estimate to use in RVT predictions of peak motions. *Herrmann* (1985) indicated that real earthquake signals are controlled by source and propagation duration. The RVT predictions will depend on the combined effect of source and distance duration, $T_s + T(r)$, where $T_s$ is the source duration and $T(r)$ is the distance dependent duration which is the wave propagation contribution to the total duration. This term becomes more important in larger distances.

The distance dependent duration is modeled as a piecewise linear function of
distance:

\[ T = \sum_{l=1}^{L} T_l N_l(r), \]  

(5.1)

where \( N \) is the distance nodes. For large earthquakes the source duration may become comparable or larger than the propagation duration. For smaller earthquakes the propagation duration becomes much larger than the source duration at larger distances. The model fits and measured durations are shown in Fig. 5.5 for 0.3, 2.0, 3.0, and 6.0 Hz. The distance dependent duration is estimated using an \( L_1 \) norm minimization technique.

Figure 5.5: Durations at 0.3, 2.0, 3.0, and 6.0 Hz for Pacific Northwest. Red circles indicate individual duration estimates and solid lines represent the duration measured using a median value method.

The individual duration estimates (red circles) show much scatter at 0.3 Hz. The same scatter in results are seen for 0.25 and 0.5 Hz (not shown in here). For use in RVT modeling, we need a simple frequency independent duration as a function of distance. This is done by averaging the duration at each distance over different frequencies and
discarding the outliers. The results for vertical and combined 3 component (All) data is shown in Table 5.1.

<table>
<thead>
<tr>
<th>Measured durations</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance (km)</td>
<td>Z (sec)</td>
<td>All (sec)</td>
</tr>
<tr>
<td>0.00</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10.00</td>
<td>2.20</td>
<td>1.90</td>
</tr>
<tr>
<td>40.00</td>
<td>5.45</td>
<td>5.20</td>
</tr>
<tr>
<td>80.00</td>
<td>6.45</td>
<td>7.25</td>
</tr>
<tr>
<td>100.00</td>
<td>7.90</td>
<td>8.05</td>
</tr>
<tr>
<td>150.00</td>
<td>8.10</td>
<td>9.50</td>
</tr>
<tr>
<td>200.00</td>
<td>9.15</td>
<td>9.60</td>
</tr>
<tr>
<td>250.00</td>
<td>10.30</td>
<td>11.25</td>
</tr>
<tr>
<td>300.00</td>
<td>13.50</td>
<td>15.80</td>
</tr>
<tr>
<td>400.00</td>
<td>15.50</td>
<td>16.10</td>
</tr>
<tr>
<td>500.00</td>
<td>17.40</td>
<td>18.90</td>
</tr>
</tbody>
</table>

Table 5.1: Ground motion durations in Pacific Northwest measured from bandpass filtered data. Z is the vertical and All is the combined 3-component data.

5.1.4 Regression of bandpass filtered velocity

Compared to the Fourier velocity data, the bandpass filtered data are the better data set and the result of the regression is more robust for them. Table 5.2 shows the number of observations for each (3-component) data set. The number of obser-

<table>
<thead>
<tr>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (Hz)</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>0.25</td>
</tr>
<tr>
<td>0.50</td>
</tr>
<tr>
<td>1.00</td>
</tr>
<tr>
<td>2.00</td>
</tr>
<tr>
<td>4.00</td>
</tr>
<tr>
<td>6.00</td>
</tr>
<tr>
<td>8.00</td>
</tr>
<tr>
<td>10.00</td>
</tr>
<tr>
<td>14.00</td>
</tr>
<tr>
<td>16.00</td>
</tr>
</tbody>
</table>

Table 5.2: Number of observations in regressions of bandpass filtered and Fourier velocity data in Pacific Northwest.

vations (data points used in regression) for the Fourier data is less than the bandpass filtered data because of the low signal-to-noise ratio. The program will reject the waveforms with a low signal-to-noise ratio. Figure 5.6 shows the regression results
for $D(r)$ at frequencies 1.0 and 6.0 Hz on the bandpass filtered data. Compared to

the Fourier data (Fig. 5.3), the regression results on bandpass filtered data show a
better agreement with the coda normalization estimate of $D(r)$. The same regression
results are shown in Table 5.3 with the errors and number of observations. Table
5.3 shows the regression results for 1.0 and 6.0 Hz. The first and sixth columns are
the frequency values. The second and seventh columns are the hypocentral distance.
The $D(r,f)$ term is shown in the third and eighth columns and the associated errors
estimates are given in the fourth and ninth columns. The fifth and tenth columns
are the number of observations. The number of observations is larger in the distance
range of 75 to 300 km. The error estimates are higher for the distances with the lower
number of observations.

Figure 5.6 shows the 3'-component $D(r)$ at different frequencies obtained from
the regression of bandpass filtered data. Like Fig. 5.4 the curves are corrected for
$r^{-1}$ geometrical spreading and the reference distance at 40 km is used to normalize
### Pacific Northwest bandpass filtered D(r)

<table>
<thead>
<tr>
<th>f (Hz)</th>
<th>r (km)</th>
<th>D(r, f)</th>
<th>σ</th>
<th>Nobs</th>
<th>f (Hz)</th>
<th>r (km)</th>
<th>D(r, f)</th>
<th>σ</th>
<th>Nobs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>10</td>
<td>0.773</td>
<td>0.503E-01</td>
<td>26.10</td>
<td>6.0</td>
<td>10</td>
<td>0.890</td>
<td>0.473E-01</td>
<td>42.67</td>
</tr>
<tr>
<td>1.0</td>
<td>20</td>
<td>0.415</td>
<td>0.335E-01</td>
<td>70.54</td>
<td>6.0</td>
<td>20</td>
<td>0.493</td>
<td>0.315E-01</td>
<td>100.67</td>
</tr>
<tr>
<td>1.0</td>
<td>40</td>
<td>0.000</td>
<td>0.303E-05</td>
<td>48.95</td>
<td>6.0</td>
<td>40</td>
<td>0.000</td>
<td>0.300E-05</td>
<td>62.60</td>
</tr>
<tr>
<td>1.0</td>
<td>75</td>
<td>-0.419</td>
<td>0.262E-01</td>
<td>261.93</td>
<td>6.0</td>
<td>75</td>
<td>-0.444</td>
<td>0.258E-01</td>
<td>273.38</td>
</tr>
<tr>
<td>1.0</td>
<td>105</td>
<td>-0.510</td>
<td>0.298E-01</td>
<td>367.75</td>
<td>6.0</td>
<td>105</td>
<td>-0.501</td>
<td>0.290E-01</td>
<td>376.79</td>
</tr>
<tr>
<td>1.0</td>
<td>150</td>
<td>-0.622</td>
<td>0.303E-01</td>
<td>351.26</td>
<td>6.0</td>
<td>150</td>
<td>-0.759</td>
<td>0.295E-01</td>
<td>352.66</td>
</tr>
<tr>
<td>1.0</td>
<td>200</td>
<td>-0.739</td>
<td>0.318E-01</td>
<td>453.70</td>
<td>6.0</td>
<td>200</td>
<td>-0.944</td>
<td>0.310E-01</td>
<td>462.39</td>
</tr>
<tr>
<td>1.0</td>
<td>300</td>
<td>-1.125</td>
<td>0.405E-01</td>
<td>159.05</td>
<td>6.0</td>
<td>300</td>
<td>-1.532</td>
<td>0.402E-01</td>
<td>158.12</td>
</tr>
<tr>
<td>1.0</td>
<td>400</td>
<td>-1.396</td>
<td>0.541E-01</td>
<td>57.22</td>
<td>6.0</td>
<td>400</td>
<td>-2.010</td>
<td>0.543E-01</td>
<td>55.696</td>
</tr>
<tr>
<td>1.0</td>
<td>500</td>
<td>-1.652</td>
<td>0.799E-01</td>
<td>8.65</td>
<td>6.0</td>
<td>500</td>
<td>-2.497</td>
<td>0.809E-01</td>
<td>8.65</td>
</tr>
</tbody>
</table>

Table 5.3: Attenuation function at 1.0 and 6.0 Hz for 3 component bandpass filtered data in the Pacific Northwest.

D(r, f). The lowest frequency results in this figure show a similar trend with respect to the higher frequencies in the distances more than 100 km, but they are more affected by low frequency noise.

![Figure 5.7](image)

Figure 5.7: The reduced attenuation function D(r, f) obtained from the regression of the 3 component bandpass filtered data at frequencies 0.25-16 Hz.

Modeling the result of the regression depends on whether we use the results of lower frequencies (0.25 -0.5 Hz) or not. In the modeling I have given a lower weight to them but in most cases I did not use them. When contaminated by noise, the
lower frequency observations can highly affect the modeling results and give wrong estimates of the parameters.

5.2 Parameterization and modeling

The parameterization is required to interpret and model the regression results. The interpretation of regression terms are given by Equations 3.41 to 3.43. First, the velocity Fourier spectra $D(r, f)$ is modeled using equation 3.41 by specifying $g(r)$ and $Q(f)$. The specified $Q(f)$ and $g(r)$ are then used with the $T(r, f)$ to make RVT predictions of the bandpass filtered $D(r, f)$. The parameters for Fourier velocity and bandpass filtered $D(r, f)$ should be consistent with each other.

The next step is the parameterization of $E(r, f)$ term for small earthquakes using equation 3.42. This step relies on the previously determined $Q(f)$ and $g(r)$ and network average site effect. In this step an average $κ$ is defined. Finally the observed $E(r, f)$ of larger events with known moment magnitudes will be modeled for absolute scaling of ground motion.

5.2.1 Propagation parameters

The $D(r, f)$ term is a function of geometrical spreading $g(r)$ and attenuation $Q(f)$. The simple forward model for $D(r, f)$ is presented as the multiplication of $g$ and $Q$. The geometrical spreading $g(r)$ is defined as $r^n$ where $r$ is the hypocentral distance. Attenuation $Q(f)$ is defined as

$$Q(f) = Q_0(f/f_0)^n,$$  \hspace{1cm} (5.2)

where $f_0 = 1.0$ Hz and $η$ is the frequency dependent exponent that controls the attenuation separation of different frequencies. If $η$ is 0, $Q$ will be constant and the spatial attenuation ($\exp^{-κfr/Q(f)β}$ term in 3.40) is strongly frequency dependent in which case high frequencies are attenuated more than low frequencies. If $η$ is 1, $Q(f)$ will be strongly frequency dependent and spatial attenuation will be the same at
different frequencies.

5.2.2 Parameterization of Fourier velocity spectra

I used both visual fitting and genetic algorithm (GA) to model the regression results. In most cases the estimates of parameters are very close for the two methods. For some data sets however, the visual fitting has not been so easy and I relied on the results of GA. For each distance and frequency I define the misfit between the observed and modeled $D(r)$ as

$$e = \frac{1}{N} \sqrt{\sum_{i=1}^{Nd} \sum_{j=1}^{Nf} w_i (D_{tij} - D_{oij})^2} \quad (5.3)$$

where $D_{t}$ is the theoretical $D(r)$, $D_{o}$ is the observed $D(r)$, $w_i$ is the weight for different frequencies, and $Nd$, $Nf$, and $N$ are the number of distances, frequencies and total observations respectively. The weighting factor is necessary because the low frequency data are highly affected by noise and need to be given a lower weight with respect to the higher frequencies. In some cases I have also given a lower weight to the highest frequencies than to intermediate frequencies.

GA modeling starts with producing an initial population of parameters. The bounds for parameters should be given in the GA input files. For each model (a specific combination of parameters) $D(r, f)$ is first computed using the stochastic method (RVT for peak motions) and then the misfit is calculated using (5.3). The models with lower misfits have more chance to be selected or, in other words, they appear more than other models. This means that for the next generation one model may appear twice but another model may not appear at all. The reproduction of the models is done with the cross over operation. To avoid local minima in the problem the mutation is done which doesn’t allow an early convergence. The process is repeated for the next generations of the models. The different parameters used in GA modeling of Fourier velocity $D(r, f)$ are shown in Table 5.4. For a few number of parameters the method converges very fast if the number of models is high in the GA
input. This means that for a large number of models we don’t need a large number of

generations. Figure 5.8 shows the residuals of the GA fit for the Fourier $D(r, f)$ for
different generations. In this case for eight parameters ($Q, \eta$, and 5 different $n$) the
residuals decrease very rapidly and 20 generation will be enough to get the result.

![GA modeling residuals for 3-component Fourier velocity $D(r)$ in Pacific Northwest.](image)

**Table 5.4: GA modeling parameters for 3 component Fourier velocity $D(r)$ in the Pacific Northwest.**

<table>
<thead>
<tr>
<th>parameter</th>
<th>lower bound</th>
<th>upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>-1.5</td>
<td>0.6</td>
</tr>
<tr>
<td>$Q$</td>
<td>100</td>
<td>800</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.1</td>
<td>1.0</td>
</tr>
<tr>
<td>number of generations = 50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>number of models = 50</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.8: GA modeling residuals for 3-component Fourier velocity $D(r)$ in Pacific Northwest.

Figure 5.9 shows the results of modeled $D(r, f)$ using the GA method. The modeled (black) and observed (colored) curves are plotted together. The $D(r, f)$ values are corrected for an $r^{-1.0}$ trend to show the departure from simple $r^{-1.0}$ spreading. The horizontal dashed line in the upper plot represent $r^{-1.0}$ trend. The lower plot
Figure 5.9: (a) observed (colored) and modeled (black) 3-component Fourier velocity attenuation function for 0.25-16 Hz in the Pacific Northwest (b) The residuals of the model fit to the observed $D(r, f)$.

shows the residuals of the model fit using GA. The residuals for the 0.25, 0.3, and 0.5 Hz are high. The model fit is good for all other frequencies. The final propagation parameters are $Q_0 = 280$, $\eta = 0.55$, and

$$g(r) = \begin{cases} r^{-1.0} & r < 40 \text{km} \\ r^{-1.2} & 40 < r < 70 \text{ km} \\ r^{-0.3} & 70 < r < 100 \text{ km} \\ r^{-0.7} & 100 < r < 200 \text{ km} \\ r^{-0.9} & r > 200 \text{ km} \end{cases}$$
As mentioned before in the previous sections the parameterization using visual fitting or GA modeling does not provide error measurements. I have used a bootstrap method throughout this study to estimate the error bounds of the parameters. The bootstrap method can be applied in several ways. A more reliable approach is to randomly resample the original data set, apply the regression and then model the regression results. For my large data sets this approach takes a long time since every regression could take from half to one hour. Then for each regression result the GA modeling is run (with 50 models and generations for example) to get a set of parameters. In my case each GA run took 5-8 hours. Computing a bootstrap with 200 runs of GA the required running time will be very long unless a cluster is used. Instead, I took another approach and started the procedure from the results of the regressions. I randomly resampled the regression results within the error bounds of the results and used GA for the modeling of the observations. This latter approach takes a much shorter time. The data can be resampled within 1σ or 2σ but resampling within 2σ may overestimate the errors of the estimated parameters. For the whole study I did the resampling within 1σ of the regression results for both $D(r,f)$ and $E(r,f)$ terms. Table 5.5 shows the bootstrap mean and error estimates of the propagation parameters. the parameters of the best model are also shown in the second column for comparison.

<table>
<thead>
<tr>
<th>Bootstrap and best model results-Fourier $D(r)$</th>
<th>parameter</th>
<th>best model</th>
<th>bootstrap mean</th>
<th>bootstrap σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_0$</td>
<td>280</td>
<td>311</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.55</td>
<td>0.57</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td>$n_1$</td>
<td>-1.0</td>
<td>-1.01</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>$n_2$</td>
<td>-1.2</td>
<td>-1.09</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>$n_3$</td>
<td>0.3</td>
<td>0.185</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>$n_4$</td>
<td>-0.7</td>
<td>-0.95</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>$n_5$</td>
<td>-0.9</td>
<td>-0.75</td>
<td>0.06</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Bootstrap error estimate of modeled propagation parameters for Fourier $D(r,f)$ in the Pacific Northwest.

Note that the mean of each parameter is not the same as that of the best model. Different $n$s are the power of $r$ (in geometrical spreading function, $g(r)$) at five differ-
ent distances. Based on the results I peak the best model value for each parameter and the σ from the bootstrap as the related error. I used 1σ as the error so $Q_0 = 280 \pm 38$ and $\eta = 0.55 \pm 0.06$.

5.2.3 Parameterization of bandpass filtered velocity

The same procedure has been used for parameterization of bandpass filtered $D(r, f)$. In this part the previously determined $Q$, $\eta$, and $n$ (from the Fourier domain) are used with the ground motion durations for fitting the time domain $D(r, f)$ using RVT. During the modeling the parameter values and durations may need to be changed for the best fit. The final values of parameters may be different for the Fourier and time domain since the $D(r, f)$ values are different for the two domains. For this study the modeling of the time domain (bandpass filtered) $D(r, f)$ are the most important because they are obtained from the regression of the better and the more reliable data set. But in any case the parameterization of the Fourier domain is done first. For the best model $Q_0 = 280$, $\eta = 0.55$ and

$$g(r) = \begin{cases} 
  r^{-1.0} & r < 40\text{km} \\
  r^{-1.3} & 40 < r < 70\text{ km} \\
  r^{0.5} & 70 < r < 100\text{ km} \\
  r^{-0.6} & 100 < r < 200\text{ km} \\
  r^{-0.9} & r > 200\text{ km}
\end{cases}$$

The geometrical spreading is different in some distance ranges from the Fourier domain results. For distance range of 70 to 100 km there are strong reflections from Moho and a positive exponent is needed for the $r$. In both Fourier and time domains the visual and GA modeling results are very close but I have only shown the GA results.

Figure 5.10 shows the modeling of the 3-component bandpass filtered $D(r, f)$. I did not model the 0.25, 0.3, and 0.5 Hz frequencies because the residuals at these frequencies were high (like Fourier domain) and even with giving lower weights they
Figure 5.10: (a) observed (colored) and modeled (black) 3-component bandpass filtered velocity attenuation function for 0.25-16 Hz in the Pacific Northwest (b) The residuals of the model fit to the observed $D(r, f)$ for 1.0-16 Hz.

affected the results for other frequencies. The plots of modeled $D(r, f)$ for those lowest frequencies in Figure 5.10 are based on the results of higher frequencies. The residuals are low for distances up to 300 km for frequencies 1.0-16.0 Hz.

Table 5.6 shows the bootstrap mean and standard deviations of the modeled propagation parameters of bandpass $D(r, f)$. The last column in the Table 5.6 shows the best model values and related errors. I have chosen the best model values not the bootstrap means because the best model values are obtained from the observed not
Table 5.6: Bootstrap error estimate of modeled propagation parameters for 3 component bandpass \( D(r, f) \) in the Pacific Northwest.

<table>
<thead>
<tr>
<th>parameter</th>
<th>best model</th>
<th>bootstrap mean</th>
<th>bootstrap ( \sigma )</th>
<th>selected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_0 )</td>
<td>280</td>
<td>290</td>
<td>34</td>
<td>280 ( \pm 34 )</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.55</td>
<td>0.54</td>
<td>0.05</td>
<td>0.55 ( \pm 0.05 )</td>
</tr>
<tr>
<td>( n_1 )</td>
<td>-1.0</td>
<td>-1.01</td>
<td>0.09</td>
<td>-1.0 ( \pm 0.09 )</td>
</tr>
<tr>
<td>( n_2 )</td>
<td>-1.3</td>
<td>-1.19</td>
<td>0.07</td>
<td>-1.3 ( \pm 0.07 )</td>
</tr>
<tr>
<td>( n_3 )</td>
<td>0.5</td>
<td>0.55</td>
<td>0.09</td>
<td>0.4 ( \pm 0.09 )</td>
</tr>
<tr>
<td>( n_4 )</td>
<td>-0.6</td>
<td>-0.85</td>
<td>0.08</td>
<td>-0.6 ( \pm 0.08 )</td>
</tr>
<tr>
<td>( n_5 )</td>
<td>-0.9</td>
<td>-1.01</td>
<td>0.07</td>
<td>-0.9 ( \pm 0.07 )</td>
</tr>
</tbody>
</table>

Number of GA runs for bootstrap = 100  
No. of models in each run = 50

Figure 5.11: Trade off between \( Q_0 \) and \( \eta \). A fixed \( r^{-1.0} \) geometrical spreading is used in the parameterization.

are obtained by 1270 runs of GA (1270 different combination of \( Q_0 \) and \( \eta \)) for modeling the observed \( D(r, f) \) using RVT. The \( r^{-1.0} \) geometrical spreading is used to show the trade off between \( Q_0 \) and \( \eta \). The use of a fixed geometrical spreading will decrease the degrees of freedom and hence the trade off to some extent. Numerical analysis
of crustal wave propagation (Wang and Herrmann, 1980) and empirical studies of
ground motion attenuation (Campbell, 1991) however, show that a varying exponent
of geometrical spreading in different distances is well justified.

Since more than 90% of the PNW data are vertical short periods, I have only
used 3-component (all waveforms) and vertical component analysis. The horizontal
data did not form a good data set for a regression analysis. Figure 5.12 shows
the regression results for vertical component data at 1.0 and 6.0 Hz. In the middle

![Graphs showing regression results for vertical bandpass filtered data at 1.0 and 6.0 Hz.]

Figure 5.12: Regression results for vertical bandpass filtered data at 1.0 and 6.0 Hz.
Top, coda estimate of $D(r)$ using coda normalization method. Middle, coda and
regression propagation functions ($D(r)$). Bottom, final residuals of the regression
analysis.

panel of the figure the obtained $D(r,f)$ by coda normalization method and regression
are compared. Usually the agreement are good between two method for frequencies
1-10 Hz. The coda are more affected by noise and I only model the results of the
regression. But the coda estimate of $D(r,f)$ provide a good estimate for comparison
purpose. Figure 5.13 shows the observed and modeled vertical component bandpass
filtered $D(r, f)$. The lower panel shows the residual of fit. As in Figure 5.10 I modeled the frequencies 1-16 Hz and residuals shown are for that frequency range. For the-$Z$

![Figure 5.13: (a) Observed (colored curves) and modeled (black curves) vertical component bandpass filtered velocity attenuation function for 0.25-16.0 Hz in the Pacific Northwest. (b) Residuals of the model fit to the observed $D(r, f)$ for 1-16 Hz.](image)

component modeling the residuals are high for distances larger than 200 km at 2-6 Hz. The GA modeling results can change by changing weights for different frequencies, but for the $Z$ component, not all the frequencies could fit well regardless of weighting scheme. The parameterization result for the bandpass filtered $Z$-component is a little
different from the 3-component results. The differences can be attributed to the
different measured durations (Table 5.1) and different number of observations for
each data set which results in different regression results. The best model for the
Z-component yields \( Q_0 = 290, \eta = 0.50 \), and

\[
g(r) = \begin{cases} 
  r^{-1.0} & r < 40 \text{ km} \\
  r^{-1.2} & 40 < r < 70 \text{ km} \\
  r^{0.2} & 70 < r < 100 \text{ km} \\
  r^{0.7} & 100 < r < 200 \text{ km} \\
  r^{0.8} & r > 200 \text{ km}
\end{cases}
\]

The error analysis results and the final selected values for each parameter are shown
in Table 5.8. The errors for the Z-component are somewhat larger than all (3-

| Bootstrap and best model results - Z bandpass \( D(r) \) | parameter | best model | bootstrap mean | bootstrap \( \sigma \) | selected value |
|------------------------------------------------------|-----------|--------------|----------------|-----------------|
| \( Q_0 \)                                            | 290       | 310          | 41             | 290 \( \pm 41 \) |
| \( \eta \)                                           | 0.50      | 0.48         | 0.06           | 0.50 \( \pm 0.06 \) |
| \( n_1 \)                                            | -1.0      | -1.18        | 0.09           | -1.0 \( \pm 0.09 \) |
| \( n_2 \)                                            | -1.2      | -1.01        | 0.11           | -1.2 \( \pm 0.11 \) |
| \( n_3 \)                                            | 0.2       | 0.32         | 0.095          | 0.2 \( \pm 0.095 \) |
| \( n_4 \)                                            | -0.7      | -0.82        | 0.08           | -0.7 \( \pm 0.08 \) |
| \( n_5 \)                                            | -0.8      | -0.98        | 0.09           | -0.8 \( \pm 0.09 \) |

The 3-component data includes some horizontal seismograms and
therefore is a more complete data set. The distance and frequency coverage for 3-
component data set is better than that of the Z-component. So the regression result
for the 3-component data might be a more robust solution with smaller error. In all
study area I will use the results of the 3-component data as the final solution. For
example I will use a value of 280 \( \pm 34 \) for \( Q_0 \) in the Pacific Northwest based on the
modeling results of 3 component bandpass filtered \( D(r, f) \).

Once the propagation parameters are determined the excitation at the reference
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distance of 40 km will be modeled using the values of \( Q_0 \), \( \eta \), and \( n \).

### 5.2.4 Parameterization of bandpass filtered Excitation

The excitation at 40 km obtained from the regression will be modeled using Equation 3.41. The most important parameter in the excitation modeling is the stress drop. The value of \( \kappa \) is also needed for this parameterization. I used an \( \omega^{-2} \) Brune source model and previously determined attenuation function (section 5.2.3) with RVT to produce theoretical excitations. Usually \( \kappa \) is first defined by fitting some small events and stress drop is obtained by fitting the observed excitations of a number of events with known moment magnitude. Figure 5.14 shows the observed and a set of theoretical excitations for the 3-component bandpass filtered data. The black curves show the observed excitations from the regression and the red curves are the theoretical ones for moment magnitudes 3.0-6.0.

![Diagram](image)

**Figure 5.14**: Excitation at 40 km for 3-component bandpass filtered data in the Pacific Northwest. Black curves represent the excitation of different events obtained from the regression. Red curves are the theoretical curves for events with moment magnitudes 3.0 to 6.0.
The observed parameters are based on the assumption that stress drop is independent of the source size for a specific region. So regardless of the number of events that
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are modeled at one time and what magnitude they have, the result will be a constant stress drop. Table 5.8 shows the result of the error analysis for the modeling of the Fig. 5.15. The bootstrap mean is very close to the best model value. The errors from

<p>| Bootstrap and best model results- bandpass $E(40, f)$ |</p>
<table>
<thead>
<tr>
<th>parameter</th>
<th>best model</th>
<th>bootstrap mean</th>
<th>bootstrap σ</th>
<th>selected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \sigma$ [bars]</td>
<td>30</td>
<td>27</td>
<td>9</td>
<td>$30 \pm 9$</td>
</tr>
<tr>
<td>$\kappa_{eff}$ [sec]</td>
<td>0.045</td>
<td>0.042</td>
<td>0.009</td>
<td>$0.045 \pm 0.009$</td>
</tr>
</tbody>
</table>

Table 5.8: Bootstrap error estimate of modeled excitation at 40 km for 3-component bandpass $E(r, f)$ in the Pacific Northwest.

the bootstrap are also small. The residuals of the fit for most of the events are also in an acceptable range (Fig. 5.16). For the six selected events with known moment magnitude (blue curves Fig. 5.15) the modeling residuals converged very fast. Figure 5.17 shows the residuals of the fit for different generations. In general Modeling the excitation is harder than the propagation, $D(r)$, term. The assumption of a constant stress drop and using Brune’s point source model are partially responsible for the problems in fitting the excitation term. In this case the six selected events could fit well and they covered a range of magnitudes good enough for modeling. In some cases using the 2 corner Brune’s model may improve the fitting of the model to the observed. For the PNW however, it was not necessary to do this.

Figure 5.16: Residuals of the fit for the 3-component bandpass filtered excitation at 40 km for the 6 events of the Fig. 5.15.
Figure 5.17: Residuals of each generation for 3-component bandpass filtered excitation at 40 km for the 6 events of the Fig. 5.15.

To further investigate the validity of a constant drop in the PNW region, I have done another modeling in which I tried to separately fit the excitation terms for some the events (with known moment magnitude) in the data set. In the modeling each event has a different stress drop and $\kappa$. Among the events I selected 25 events with computed excitation terms. The moment magnitude of those events have been computed by the staff of the College of Oceanic and Atmospheric Sciences, Oregon State University (http://quakes.oke.ors.ut.edu/moment tensor). The moment tensor solutions are available for events from 1994 to 1998. The events which I have used have moment magnitudes from 3.4 to 5.8. The summarized results of modeling of the individual events are shown in the table 5.9. For 2 events from the total of 25

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min Value</th>
<th>Max Value</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \sigma$ [bars]</td>
<td>10</td>
<td>91</td>
<td>31</td>
<td>24</td>
</tr>
<tr>
<td>$\kappa$ [sec]</td>
<td>0.0071</td>
<td>0.09</td>
<td>0.048</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 5.9: Mean and standard deviation of stress drop and $\kappa$ for 23 events with known moment magnitudes in the Pacific Northwest. Brune’s source model is used for all events.
the computed stress drops were very high (270 and 315 bars). The excitation terms had errors larger than other similar events and smaller number of observations. Since more than 90% of the events had stress drops less than 100 bars, I excluded those two events from the computations. A more reliable estimate would be possible if there were more events with known moment magnitudes. The results of Table 5.9 shows that the mean of the stress drop and $\kappa$ for the 23 events are very close to the result of the simultaneous modeling using only 6 events. The standard deviations of both parameters however, are very high for the 23 events, almost comparable to the parameter’s values.

Figure 5.18 shows the result of this modeling using the GA algorithm. The left

Figure 5.18: (left) Stress drop versus $\kappa$ for 23 events with known moment magnitudes in the Pacific Northwest. (right) Stress drop for each event. For each event the excitation terms has been modeled separately.

figure shows stress drop versus $\kappa$. There is no correlation between the two parameters. The right figure shows the stress drop for each event which ranges from 10 to 90 bars. It seems reasonable to pick the mean $\kappa$ and use it as a fixed parameter to estimate stress drop from the excitation terms in the Pacific Northwest (as done in modeling of Fig. 5.15). Using the simultaneous modeling of 6 events and individual modeling of 23 events I will select a constant stress drop of 30 bars for the Pacific Northwest region. Conclusion of a constant stress drop should be based on the results of studying
more events. Statistically, 23 events are not enough to conclude a constant or non-constant stress drop. But some other studies in the Cascadia and Pacific Northwest also reported a similar average value for the stress drop (Atkinson, 1995; Dewberry and Crosson, 1995).

5.2.5 Site terms

The effect of site is very important on ground motions. The parameter $\kappa$ which appears in 3.41 and 3.43 (excitation and site) is used to account for the decay of high frequency motions. I don’t model the site terms in this study. The parameters $\kappa$ however, determined in the previous section with the modeling of the excitation term.

Figure 5.19 shows the site terms from the regression results on vertical and 3-component bandpass filtered velocity.

![Figure 5.19: Inverted vertical (left) and 3-component (right) site terms for the PNSN network sites.](image)

Figure 5.20 shows the individual horizontal to vertical site term ratios and their average. Correlating the site terms and $H/V$ ratios with the geological conditions needs a detailed knowledge of the shallow geology at each site.

5.2.6 Attenuation and stress drop comparisons

Atkinson (1995) and Dewberry and Crosson (1995) reported an average value of 30 and 32 bars for stress drop in the Cascadia and Pacific Northwest regions. Atkinson
Figure 5.20: Observed and mean log $H/Z$ ratio from the station terms of Fig. 5.19. Thin lines represent individual station ratios. The thick read line represent the men ratio.

(1995) used over 1000 vertical-component Fourier-spectra in the Cascadia region of southwestern British Columbia and northwestern Washington. A part of her study area overlaps with the northern part of this study. *Dewberry and Crosson* (1995) used more than 8000 coda amplitude measurements of 78 local earthquakes in the northern Washington (northern part of this study). The average stress drop of this study (30 bars) is the same as their results.

*Atkinson* (1995) reported 3 different attenuation functions using a simple $r^{-1}$ geometrical spreading. She divided the data set into shallow crustal ($h < 10$ km) and deep crustal and plate ($h > 20$) events. Her results (using $r^{-1}$) are compared to the results of my study in the table 5.10. My result for intrinsic attenuation ($280 f^{0.55}$)

<table>
<thead>
<tr>
<th>Atkinson 1995</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td>whole data</td>
<td>whole data</td>
</tr>
<tr>
<td>$380 f^{0.39}$</td>
<td>$280 f^{0.55}$</td>
</tr>
<tr>
<td>shallow data</td>
<td>shallow data</td>
</tr>
<tr>
<td>$174 f^{0.58}$</td>
<td>$263 f^{0.49}$</td>
</tr>
<tr>
<td>plate data</td>
<td>plate data</td>
</tr>
<tr>
<td>$263 f^{0.49}$</td>
<td>$280 f^{0.55}$</td>
</tr>
</tbody>
</table>

Table 5.10: Intrinsic attenuation function comparison between this study and Atkinson 1995.

is close to Atkinson’s result for the plate (deeper crustal and in slab) data. My data
set does not have any earthquakes from British Columbia and Atkinson’s data set
does not include any event from southern Washington and Oregon. The propagation
paths for the two studies therefore are different. I did not divide my data set into
shallow and deep data instead I did a regression for the whole data set. My data have
some deep events too but most of the events are crustal earthquakes and the goal of
this study is to analyze those events. And finally I did not use an $r^{-1}$ geometrical
spreading. The regression results for the propagation term ($D(r, f)$) required a more
complicated form of geometrical spreading (5.2.3).
Chapter 6

Ground motion scaling in northern California

The data set of northern California earthquakes (Fig. 6.1) are vertical short period and 3-component broad band seismograms which cover a distance range of up to 350 km. The data set I used for this study area was from the NCSN and BK networks.

![Map of stations (triangles) and events (stars) for this study in northern California.](image)

Most of the seismograms were cut after the S-wave arrival. I used the EVTFAST option to get the data from the networks. Using this option the requested data will not have enough coda length in time because they are used for the location purpose. So the coda analysis results are not good for this data set. Beside this problem the data quality for most of the stations and earthquakes were not good. So I couldn’t do a complete analysis (as for PNW) of the data set. In this chapter I will show the
results of those parts of data processing which I think are reliable but they are still affected by the low quality of the data. The 3-component bandpass filtered data were the best among the other and I will show the results for these part of the processed data.

6.1 Regression of bandpass filtered data

Figure 6.2 shows the regression results for propagation term, $D(r)$, at frequencies 1.0 and 6.0 Hz on the 3-component bandpass filtered data. Top panels show the propagation term estimated by coda normalization technique. The mid-panels show the $D(r)$ from the coda and the regression analysis.

![Regression results](image)

Figure 6.2: Regression results for 3-component bandpass filtered data at 1.0 and 6.0 Hz. Top, coda estimate of $D(r)$ using coda normalization method. Middle, coda and regression propagation functions ($\hat{D}(r)$). Bottom, final residual of the regression analysis.

Figure 6.3 shows the same results for 2 and 10 Hz. The agreement between coda and regression estimates are better for the 6 and 10 Hz. Since the data points for the
Figure 6.3: Regression results for 3-component bandpass filtered data at 2.0 and 10.0 Hz. Top, coda estimate of $D(r)$ using coda normalization method. Middle, coda and regression propagation functions ($D(r)$). Bottom, final residual of the regression analysis.

coda method are less than the regression method, I can not rely on the coda method results. Beside the data quality, most of the seismograms did not have enough coda length. The figures show a rapid decrease of amplitude for the frequencies 6.0 and 10.0 Hz.

The regression results for the Fourier velocity are not reliable because the total number of observations are much less than those for the bandpass filtered data. This was the case for the PNW data too, but for the northern California even the bandpass filtered data do not have a high number of observations. So the distance and frequency coverage of the data for this study area is not as good as the Pacific Northwest.

Table 6.1 compares the number of observations for the 3-component bandpass filtered data and the Fourier velocity data. Based on the results of the Pacific Northwest, northern California, and central California (next chapter), the minimum number
of observation required for a stable solution is between 2000-2500. For the smaller number of observations in this kind of study, the results of the regression should be used carefully. Figure 6.4 shows the 3-component $D(r)$ obtained from the regression

<table>
<thead>
<tr>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (Hz)</td>
</tr>
<tr>
<td>0.25</td>
</tr>
<tr>
<td>0.50</td>
</tr>
<tr>
<td>1.00</td>
</tr>
<tr>
<td>2.00</td>
</tr>
<tr>
<td>4.00</td>
</tr>
<tr>
<td>6.00</td>
</tr>
<tr>
<td>8.00</td>
</tr>
<tr>
<td>10.00</td>
</tr>
<tr>
<td>14.00</td>
</tr>
<tr>
<td>16.00</td>
</tr>
</tbody>
</table>

Table 6.1: Number of observations in regressions of bandpass filtered and Fourier velocity data in northern California.

of bandpass data at different frequencies. The curves are corrected for the $r^{-1}$ geo-

Figure 6.4: The reduced attenuation function $D(r, f)$ obtained from the regression of the 3 component bandpass filtered data at frequencies 0.25-16 Hz.
metrical spreading. The attenuation is very strong for the higher frequencies. The lower frequency results are affected by the noise and therefore are not reliable. The results of the regression on the Z-component bandpass filtered data are shown in the Figure 6.5 for 1.0 to 16.0 Hz

![Graph showing the reduced attenuation function $D(r, f)$ for Z-component bandpass filtered data at frequencies 1-16 Hz.]

Figure 6.5: The reduced attenuation function $D(r, f)$ obtained from the regression of the Z-component bandpass filtered data at frequencies 1-16 Hz.

The results for 3- and Z-component data show that the study area of northern California is highly attenuating. The effect of the reflections from Moho are not strong. In fact for some frequencies it can not be seen in the figures. The rapid decrease in the amplitude is more clear for higher frequencies (5-16 Hz) for both 3- and Z-component data.

Two different patterns of attenuation can be seen from the derived $D(r, f)$ function. The modeling results for the $D(r, f)$ function confirmed the validity of two different types of attenuation for two different group of frequencies.
6.2 Parameterization of bandpass filtered velocity

I tried to model the $D(r, f)$ in both the time and Fourier domain and for different components. Because of the low quality of the data I could only model the 3-component bandpass $D(r, f)$ in a reliable way. The modeling of Z-component gives similar results but with higher residuals. For the 3-component bandpass $D(r, f)$, one attenuation function alone can not fit the whole frequency range (Fig. 6.6). The col-

![Diagram](image)

**Figure 6.6:** (a) observed (colored) and modeled (black) 3-component bandpass velocity attenuation function for 0.25-16 Hz in the northern California (b) The residuals of the model fit to the observed $D(r, f)$. 
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ored and black curves represent the observed and the modeled $D(r, f)$ respectively. The residuals of the fit for each frequency in the bottom panel. The residuals for the frequencies 1.0-4.0 Hz are very high. The residuals for the frequencies 6.0-16.0 Hz are small. The lowest frequency range 0.25-0.50 have been given a low weight and their residuals are not considered to be important. Many different runs of GA and different models of visual fitting gave the same results: One frequency range fits well but the other have high residuals. The total residuals from GA were also very high. To get around this problem (assuming that 3-component bandpass $D(r, f)$ from the regression are acceptable), I modeled the $D(r, f)$ using two sets of different attenuation functions for the two frequency ranges 1-4 Hz and 6-16 Hz. Table 6.2 shows the modeling results of the 3-component bandpass $D(r, f)$ using two different sets of parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Frequency (1-4 Hz)</th>
<th>Frequency (6-16 Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_0$</td>
<td>$210 \pm 40$</td>
<td>$210 \pm 40$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$0.55 \pm 0.10$</td>
<td>$0.50 \pm 0.10$</td>
</tr>
<tr>
<td>$g(r)$</td>
<td>$r^{-1.9} \ r &lt; 40 \ km$</td>
<td>$r^{-1.5} \ r &lt; 40 km$</td>
</tr>
<tr>
<td></td>
<td>$r^{-0.8} \ 40 &lt; r &lt; 70 \ km$</td>
<td>$r^{-1.5} \ 40 &lt; r &lt; 70 km$</td>
</tr>
<tr>
<td></td>
<td>$r^{-0.6} \ 70 &lt; r &lt; 100 \ km$</td>
<td>$r^{-1.2} \ 70 &lt; r &lt; 100 km$</td>
</tr>
<tr>
<td></td>
<td>$r^{-0.5} \ r &gt; 100 \ km$</td>
<td>$r^{-0.8} \ r &gt; 100 km$</td>
</tr>
</tbody>
</table>

Table 6.2: Intrinsic attenuation and geometrical spreading parameters derived by modeling 3-component bandpass $D(r, f)$ in the northern California.

The best models for the two frequency ranges have been obtained using GA modeling and were tested by visual fitting. The errors of $Q_0$ and $\eta$ are computed using the bootstrap method. The geometrical spreading for the frequency range 6-16 Hz are much stronger. The $Q_0$ values are less than the Pacific Northwest. The residual for both frequency groups are low after this modeling.

*Boatwright et al.* (2003) analyzed peak ground velocity and peak ground acceleration from moderate and large earthquakes in northern California. Their results show that for $r > 100 \ km$, a simple $r^{-n}$ geometrical spreading can not fit the attenuation of peak motions. They instead used a combination of power law ($r^{-n}$) and an exponential function as $\exp(-\eta r)$. My results are similar to their results in having higher
observed excitations of 10 selected events with known moment magnitudes from 3.9 to 7.5. These dotted curves are the curve for events with moment magnitudes 3.0 to 6.0. The dotted curves are the theoretical curves. Black curves are observed excitations. Red curves are the theoretical curves. Excitation at 40 km for 3-component bandpass filtered data in the north

Figure 6.7: Excitation at 40 km for 3-component bandpass filtered data set is shown in Fig.

The results of the excitation model for 3-component models by simultaneous

6.3 Parametrization of bandpass filtered excita-

studies show unusual strong attenuation in northern California. Their values for $Q$ and $u$ are close to my results and more importantly both results. Their results for the northernmost part. These differences may be the reason in selecting different studies. While some parts of the central California but I have strictly used

spread at smaller distances. I have also different results for two frequency gaps. attenuation at distances larger than 100 km while I obtained strong effect of geometrical attenuation due to geometrical spreading. These results however, show higher atten-
fitting of 10 events with known moment magnitudes from 3.8 to 5.5. Using the previously determined attenuation function the best model yields $\Delta \sigma = 90 \pm 30$ bars and $\kappa = 0.04 \pm 0.01$ sec. The computed error for the stress drop is high. The residuals of the fit are also larger than those of the Pacific Northwest (Fig. 6.8). In summary the northern California results show a strong effect of geometrical spreading and lower $Q$ compared to the Pacific Northwest. I did not compute the stress drop for each event. I just modeled the excitation term assuming a constant stress drop. The computed stress drop ($90 \pm 30$ bars) is in the range of average stress drop of 70 to 100 bars for California (Atkinson, 1995).

Figure 6.8: Residuals of the fit for the 3-component bandpass filtered excitation at 40 km for the 10 events of the Fig. 6.7.
Chapter 7
Ground motion scaling in central California

The study area of central California is shown in Figure 7.1. There are two distinct areas of seismicity in central California. For this reason I have divided the data set into central east and central west parts. Studying the differences in regional wave propagation are important and interesting. Two ellipses in the figure show the data

Figure 7.1: Map of stations and events (circles) for this study in central California. Triangles represent short period vertical stations and squares represent 3-component broad band stations.

for each part. The Bay area is located in the central west part of this study. I have done the regression analysis and parameterization for each part.
7.1 Ground motion scaling in central east California

The good quality data set for the eastern part included 1850 seismogram from 240 earthquakes. The data set has both vertical short period and 3-component broadband seismograms. The analysis has been done for the Fourier velocity and bandpass filtered data.

7.1.1 Regression and modeling of Fourier velocity data

Figure 7.2 shows the regression results for the propagation term, \( D(r) \), at frequencies 1.0 and 6.0 Hz on the Fourier velocity data. Top panels show the propagation

![Figure 7.2: Regression results for 3 component Fourier velocity data at 1.0 and 6.0 Hz. Top, coda estimate of \( D(r) \) using coda normalization method. Middle, coda and regression propagation functions, \( D(r) \). Bottom, final residual of the regression analysis.](image-url)
estimated by coda normalization technique. The mid-panels show the $D(r)$ from the coda and the regression analysis. The lower panels are the final residuals of the regression analysis. The two estimates of $D(r)$ agree in the distances with enough data points. Figure 7.3 shows the 3-component $D(r)$ at different frequencies obtained from the regression of the Fourier velocity data. The attenuation pattern is very different from northern California. The central east attenuation doesn’t need a strong geometrical spreading for modeling $D(r, f)$.

GA modeling and visual fitting give very close results for the parameters. Table 7.1 shows the parameter bounds I have used for both central east and central west California in modeling the observations of $D(r, f)$. In general, modeling the $D(r)$ in central east California is easier because it has a smoother shape compared to the Pacific Northwest and northern California. It means a simpler geometrical spreading is needed even though I have used the same distance nodes in all regres-

![Figure 7.3: The reduced attenuation function $D(r, f)$ obtained from the regression on the 3 component Fourier velocity spectra at frequencies 0.25-16 Hz.](image)
Table 7.1: GA modeling parameters for 3 component Fourier velocity $D(r)$ in the central California.

I have first used a simple $r^{-1}$ for all distances but it required a $Q_0$ value of 380 for the best fit. This value of $Q_0$ seems to be high for the California so I decided to use a more complex form of geometrical spreading for the central east California. But this form of $g(r)$ is still simpler than those of the Pacific Northwest and central California. The modeling results using a different geometrical spreading yields $Q_0 = 290$, $\eta = 0.59$, and

$$g(r) = \begin{cases} 
  r^{-1.0} & r < 40 \text{ km} \\
  r^{-0.7} & 40 < r < 100 \text{ km} \\
  r^{-0.4} & r > 100 \text{ km}
\end{cases}$$

The results of error analysis for this modeling is shown in the Table 7.2. I have used 3 different $g(r)$ at 3 distances. The bootstrap mean for $Q_0$ is considerably higher the best model value. The results of the bootstrap depends on the original data and the model we use in our analysis. I will use the results of bandpass filtered velocity since it is the better data set.

Table 7.2: Bootstrap error estimate of modeled propagation parameters for Fourier $D(r, f)$ in the central east California.

Figure 7.4 shows the observed and modeled 3-component Fourier velocity $D(r, f)$.
The residual of 1.0 Hz is high for this modeling. Frequencies 0.25, and 0.3 Hz have also high residuals at distances larger than 200 km. For the modeling of the bandpass data I have given a small weight to the lower frequencies to get the results of the best model based more on higher frequencies. The results of vertical and horizontal component for the Fourier domain are not good enough for modeling. The combined 3-component data set however, can be modeled in both domains.
7.1.2 Regression and modeling of bandpass filtered data

Figure 7.5 shows the regression results for propagation term, $D(r)$, at frequencies 1.0 and 6.0 Hz on the bandpass filtered data. In general the coda and regression estimates of $D(r)$ in here agree better than the Fourier velocity data. I got the same results for other frequencies which are not shown in here. The regression derived $D(r)$ for both domains show the same features (except for lower frequencies) with a little difference in the amplitude. This is true for the case when the Fourier data are not affected by noise. The vertical and short period data are not very similar in different domains.

Figure 7.6 show the 3-component $D(r)$ at different frequencies obtained from
the regression of the Fourier velocity data. Comparing this figure with Figure 7.3

![Graph showing the reduced attenuation function D(r, f) obtained from the regression on the 3 component bandpass filtered data at frequencies 0.25-16 Hz.](image)

Figure 7.6: The reduced attenuation function $D(r, f)$ obtained from the regression on the 3 component bandpass filtered data at frequencies 0.25-16 Hz.

(Fourier data) shows that for distances higher than 40 km, the attenuation functions are similar. The only difference is that for Fourier data the higher frequencies are more apart which means higher values of $\eta$ is needed for modeling.

Figure 7.7 shows regression derived horizontal and vertical component $D(r)$ at different frequencies. The $D(r)$ curves of the horizontal component for higher frequencies are separated from the lower frequencies. The modeling of this curves is not easy since it needs a frequency dependent $\eta$ and maybe different geometrical spreading. It is likely that the data set is not good enough for a regression on a single component like horizontal or vertical. In fact the number of observations (data points) is not so high for central east California and because of this problem I decided to model only the 3-component data in both domains to get more robust results.

Figure 7.8 shows the measured and model fit durations at frequencies 0.3, 2.0, 3.0
Figure 7.7: The reduced attenuation function $D(r, f)$ obtained from the regression on the horizontal (top) and vertical (bottom) component bandpass filtered data at frequencies 0.25-16 Hz.

and 6.0 Hz. The duration estimates are used in the modeling of bandpass filtered data. Except for the lowest frequencies there is not much scatter in the duration
Figure 7.8: Durations at 0.3, 2.0, 3.0, and 6.0 Hz for central east California. Red circles indicate individual duration estimates and solid lines represent the duration measured using a median value method.

data.

Using the measured durations the modeling results for the 3-component bandpass filtered data in central east California yields $Q_0 = 280$, $\eta = 0.50$, and

$$g(r) = \begin{cases} r^{-1.0} & r < 40 \text{ km} \\ r^{-0.8} & 40 < r < 100 \text{ km} \\ r^{-0.5} & r > 100 \text{ km} \end{cases}$$

The parameters are very close to those of the 3-component Fourier velocity data. Figure 7.9 shows the modeling results of the 3-component bandpass filtered $D(r, f)$. Except for the 3 lowest frequencies, the residuals are in an acceptable range. The
estimated errors for $Q_0$ and $\eta$ are 36 and 0.09 respectively. The estimated error for the geometrical spreading power is 0.095 at all distances. So $Q_0 = 280 \pm 36$ and $\eta = 0.50 \pm 0.09$ are the final selected values for the central east California.

Using the modeled attenuation parameters I have modeled the 3-component excitation term in this region. Figure 7.10 shows the observed and modeled excitation terms. A simultaneous modeling has been done for 11 events with known moment magnitudes from 3.6 to 5.5 using a constant stress drop model. The parameters of
another estimation of stress drop I used all 45 events and modeled all of them with a
region and central California (Hicks/Seismoresearch/Draper/Mulder/Blakely). For
regional moment tensor solutions for all moment magnitudes of the events in north-
ern California had known seismic moment and moment magnitude. I have used Blakely
stress drop, I have done several parameterizations using more events. In the data set
may not be the best way to estimate the stress drop. To compare different estimates of
assumption may not be due to the events of this region and using only a few events
stress drop of 12 bars seems to be very low for the California. Again a constant stress drop
are shown in Figure 7.11. The residuals are high in the lower frequencies. A stress
the best model are \( \sqrt{\nu} = 1.9 \pm 0.2 \) bars and \( \nu = 0.028 \pm 0.008 \) sec. The residuals of the
dotted curves.

**Figure 7.10**. Evolution at 40 km for 3-component bandpass filtered data in the central
west California. Black curves are observed excitations. Red curves are the theoretical
filtered velocity.
Figure 7.11: Residuals of the fit for the 3-component bandpass filtered excitation at 40 km for the 11 events of the Fig. 7.10.

constant stress drop. The results of this modeling give $\Delta \sigma = 24$ bars and $\kappa = 0.034$ sec. In the next step I modeled the excitation terms for each event. The result of this modeling is shown in Figure 7.12 in which $\kappa$ is plotted versus the stress drops for 43 events. The results of the modeling in Figure 7.12 show that the individual

Figure 7.12: $\kappa$ versus stress drop for 43 events with known moment magnitudes in the central east California.

stress drops vary from 10 to 190 bars with most of them lie between 10 and 60 bars, the means and standard deviations are 44 and 32 bars for stress drop and 0.045 and
0.012 sec for $\kappa$. The standard deviation of stress drops is high and comparable to
the mean. Although there is no strong correlation between $\Delta \sigma$ and $\kappa$ in Figure 7.12,
in fact these two parameters trades off with each other (Boore et al., 1992b). I also
tried to use a fix $\kappa$ and repeated the modeling using $\kappa = 0.045$ for all events. this
value is the mean value of 43 different $\kappa$s (Fig. 7.12). Figure 7.13 shows stress drop
versus moment magnitude for two different case of variable and fixed $\kappa$. In both cases

![Stress Drop vs Mw](image)

Figure 7.13: (left) Stress drop versus moment magnitude for 43 events in the central
east California. Each event has a different $\kappa$ (Fig 7.12). (right) Same as left but a
fixed value of 0.04 for $\kappa$ was used in modeling.

the majority of the events have stress drops between 10 and 60 bars. The mean and
standard deviation of stress drop for the case of fixed $\kappa$ are 36 and 26 bars. Since the
mean of stress drops for two cases are not significantly different, using a constant $\kappa$
in the modeling seems to be reasonable.

As the final attempt in modeling the excitation terms I tried to compute the errors
of stress drop for each event. The error and the mean were computed from 100 runs
of the GA code for each single event. The means of 100 runs are not necessarily the
same as the best model result for each event. The average stress drop of all events
from this computation is 48 bars. Figure 7.14 shows the individual error computation
results.

I have summarized the results of this part in the Table 7.3. The first row of
Figure 7.14: Estimated errors of stress drops for 43 events in central east California. Each individual event has been modeled using a Brune point source model. A bootstrap analysis has been done for each event. The stress drop values are the mean values of each bootstrap. The average of all stress drops is 48 bars.

the results show the estimated parameters obtained from modeling 11 events using a constant stress drop (Fig. 7.10). Second row show the same results for modeling all 43 events with known moment magnitude using a constant stress drop model. The results of the third row were obtained by modeling each event separately in which each event had different stress drop and \( \kappa \). The results of stress drop and \( \kappa \) for this case are shown as the mean and standard deviation of all computed values. Individual results are shown in Fig 7.13. The bootstrap results for this case is shown in Figure 7.14 which are actually the errors of each computed stress drop. The fourth row is the same as third row except that I used a fixed \( \kappa \). The individual results are shown in the right panel of Figure 7.13. I haven’t done a bootstrap for this part (fixed \( \kappa \)) because the stress drop results are not significantly different from the case of the variable \( \kappa \).

Based on the results of different parameterizations I selected an average value of
Bootstrap and best model results for $\Delta \sigma$ and $\kappa$

<table>
<thead>
<tr>
<th>No. of events used</th>
<th>best model result</th>
<th>bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta \sigma$ (bars)</td>
<td>$\kappa$ (sec)</td>
</tr>
<tr>
<td>11 (const. $\Delta \sigma$)</td>
<td>15</td>
<td>0.028</td>
</tr>
<tr>
<td>43 (const. $\Delta \sigma$)</td>
<td>24</td>
<td>0.034</td>
</tr>
<tr>
<td>43 (non-const. $\Delta \sigma$)</td>
<td>Ave: $44 \pm 32$</td>
<td>Ave: $0.045 \pm 0.012$</td>
</tr>
<tr>
<td>43 (non-const. $\Delta \sigma$)</td>
<td>Ave: $36 \pm 26$</td>
<td>$0.045$ (fixed)</td>
</tr>
</tbody>
</table>

Table 7.3: Best model and error analysis results of stress drop and $\kappa$ for 43 events with known moment magnitudes in the central east California. Brune's source model is used for all events.

$45 \pm 20$ bars for stress drop in my study area of central California.

7.2 Ground motion scaling in central west California

The left cluster of earthquakes in Figure 7.1 shows the earthquakes that I have used to study the ground motion scaling in the central west California. The data set includes 2660 good quality waveforms. The number of horizontal components in this Region is greater than for the central east California. The central west data set is better in general; It also covers smaller distance ranges and has more observations compared to the central east data set.

7.2.1 Regression and modeling of Fourier velocity data

Figure 7.15 shows the regression results for propagation term, $D(r)$, at frequencies 1.0 and 6.0 Hz on the Fourier velocity data. Compared to the results of the same frequency for the central east (Fig. 7.2), The coda and regression results agree well in all distances. There are also more data points in the distances less than 40 km. The data cover a distance range up to 300 km.

I have modeled the Fourier velocity $D(r)$ to obtain the propagation parameters. The same parameter bounds of other regions have been used in parameterizations and the same procedure has been repeated in here by starting from the 3-component Fourier velocity data. The best model parameters for $D(r)$ are $Q_0 = 250$, $\eta = 0.30$, 

84
Figure 7.15: Regression results for 3 component Fourier velocity data at 1.0 and 6.0 Hz. Top, coda estimate of \( D(r) \) using coda normalization method. Middle, coda and regression propagation functions, \( D(r) \). Bottom, final residual of the regression analysis.

\[
g(r) = \begin{cases} 
    r^{-1.3} & r < 40 \text{ km} \\
    r^{-1.1} & 40 < r < 60 \text{ km} \\
    r^{0.0} & 60 < r < 90 \text{ km} \\
    r^{-0.6} & 90 < r < 150 \text{ km} \\
    r^{-0.9} & r > 150 \text{ km}
\end{cases}
\]

The estimated errors of \( Q_0 \) and \( \eta \) are 26 and 0.07 respectively. Figure 7.16 shows the observed and modeled 3-component Fourier velocity \( D(r, f) \). Except for 0.25 and 0.3 Hz, the residuals are low for distances up to 300 km. These two low frequencies had a very low weight in the modeling. The results show a strong geometrical spreading for distances larger than 150 km. The \( Q_0 \) values obtained for central California in this study are larger than some values reported by other studies for different parts
Figure 7.16: (a) Observed (color) and modeled (black) 3-component Fourier velocity attenuation function for 0.25-16 Hz in the central west California (b) The residuals of the model fit to the observed $D(r, f)$.

of California (Raoof et al., 1999; Benz et al., 1997). As mentioned before, $Q_0$ trades off with $\eta$ and my $\eta$ values are smaller. Raoof et al. (1999) obtained $Q(f) = 180 f^{0.45}$ for southern California using the regression of 3-component velocity data. Benz et al. (1997) obtained $Q(f) = 187 f^{0.56}$ for southern and central California by studying $L_g$ attenuation in the continental US.
7.2.2 Regression and modeling of bandpass filtered data

Figure 7.17 shows the regression results for propagation term, \( D(r) \), at frequencies 1.0 and 6.0 Hz on the bandpass filtered velocity data. There is almost a perfect agreement between the coda normalization and the regression results. This match can be seen up to 300 km. The curves have been extrapolated beyond that distance since there are no data points for distances more than 300 km.

The same parameters used for the modeling the Fourier velocity \( D(r) \), can match the band pass filtered \( D(r) \) too, except that the \( g(r) \) terms are a little different between the two domains. I have used the same \( Q_0 \) and \( \eta \) of Fourier \( D(r) \) and obtained the geometrical spreading term from modeling. I have done this because otherwise the resultant \( Q_0 \) values would be high (around 300) and \( \eta \) would be small.
(0.25 - 0.28) for the best model. Although the combined $Q_0 f^n$ would be an acceptable value, I kept the $Q_0$ to be constant ($= 250$) because the value of $Q_0 = 300$ seems to be high for the California region. Figure 7.18 shows the observed and modeled 3-component bandpass filtered velocity $D(r, f)$. Table 7.4 shows the best model and

![Diagram](image)

Figure 7.18: (a) Observed (colored) and modeled (black) 3-component bandpass filtered velocity attenuation function for 0.25-16 Hz in the central west California (b) The residuals of the model fit to the observed $D(r, f)$.

error analysis results of the propagation parameters for bandpass filtered $D(r)$. The
### Bootstrap and best model results—All bandpass $D(r)$

<table>
<thead>
<tr>
<th>parameter</th>
<th>best model</th>
<th>bootstrap mean</th>
<th>bootstrap $\sigma$</th>
<th>selected value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_0$</td>
<td>250</td>
<td>276</td>
<td>19</td>
<td>$260 \pm 19$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.30</td>
<td>0.32</td>
<td>0.05</td>
<td>$0.35 \pm 0.05$</td>
</tr>
<tr>
<td>$n_1$</td>
<td>-1.3</td>
<td>-1.3</td>
<td>0.11</td>
<td>$-1.3 \pm 0.11$</td>
</tr>
<tr>
<td>$n_2$</td>
<td>-1.0</td>
<td>-1.1</td>
<td>0.09</td>
<td>$-1.0 \pm 0.09$</td>
</tr>
<tr>
<td>$n_3$</td>
<td>0.1</td>
<td>0.2</td>
<td>0.02</td>
<td>$0.1 \pm 0.02$</td>
</tr>
<tr>
<td>$n_4$</td>
<td>-0.5</td>
<td>-0.56</td>
<td>0.06</td>
<td>$-0.5 \pm 0.06$</td>
</tr>
<tr>
<td>$n_5$</td>
<td>-0.95</td>
<td>-1.01</td>
<td>0.08</td>
<td>$-1.01 \pm 0.08$</td>
</tr>
</tbody>
</table>

No. of models in each run = 50

Number of GA runs for bootstrap = 100

Table 7.4: Bootstrap error estimate of modeled propagation parameters for 3 component bandpass $D(r, f)$ in the central wets California.

$r_n$s are the geometrical spreading exponents at different distances. The final selected values are $Q(f) = 250^{+19}_{-19} f^{0.30\pm0.05}$ and

$$g(r) = \begin{cases} 
  r^{(-1.3\pm0.11)} & r < 40 \text{ km} \\
  r^{(-1.0\pm0.09)} & 40 < r < 60 \text{ km} \\
  r^{(0.1\pm0.02)} & 60 < r < 90 \text{ km} \\
  r^{(-0.5\pm0.06)} & 90 < r < 150 \text{ km} \\
  r^{(-0.95\pm0.08)} & r > 150 \text{ km} 
\end{cases}$$

For the central west California data set I feel more confident about the results of the combined horizontal and vertical (3-component) data set. This was true for other regions of my study area too because 3-component data set provide a better distance and frequency coverage than a single component data alone. To see the effect of the attenuation I have also done the regression and modeling for vertical and horizontal components in the central west data set. The best model for the bandpass filtered vertical component data gives $Q_0 = 260$, $\eta = 0.30$ and

$$g(r) = \begin{cases} 
  r^{-1.3} & r < 40 \text{ km} \\
  r^{-1.2} & 40 < r < 60 \text{ km} \\
  r^{0.0} & 60 < r < 90 \text{ km} \\
  r^{-0.5} & 90 < r < 150 \text{ km} \\
  r^{-0.6} & r > 150 \text{ km} 
\end{cases}$$
The geometrical spreading terms are a little different from the 3-component results. The differences arise because the $D(r)$ terms for different components are not the same. Figure 7.19 shows the results of modeling the bandpass $D(r)$ for vertical component data. The horizontal component was modeled with the same values of $Q_0$ and $\eta$ (250 and 0.30). Figure 7.20 shows the observed and modeled $D(r)$ for horizontal component data. The residuals are valid up to 300 km because the observations exist only up to 300 km as can be seen from the bottom panel of Fig. 7.17. The
observed $D(r)$ curves have been extrapolated for distances larger than 300 km in central west California and their modeling for these larger distances is not so realistic. The residuals for the distances up to 300 km are small for vertical, horizontal, and 3-component data. Using the propagation parameters I have modeled the excitation

Figure 7.20: (a) Observed (color) and modeled (black) horizontal component bandpass filtered velocity attenuation function for 0.25-16 Hz in the central west California (b) The residuals of the model fit to the observed $D(r, f)$.

terms for 3-component bandpass filtered data. As usual I started with modeling a few events with known moment magnitudes using a constant stress drop and $\kappa$ for all. For this step I used 15 events with known moment magnitudes from 3.5 to 6.5.
The residuals of the fit are shown in Figure 7.22 for some of the modeled excitations.

![Filtered velocity](image)

**Figure 7.21:** Excitation at 40 km for 3-component bandpass filtered data in the central west California. Black curves are observed excitations. Red curves are the theoretical curves for events with moment magnitudes 3.0 to 6.5. Blue and green dotted curves are the observed excitations of 15 selected events with known moment magnitudes from 3.5 to 6.5. The small boxes in the left show the moment magnitude of green dotted curves.

Most of the residuals are large at frequencies less than 1.0 Hz. For some events the higher frequencies also have large residuals. Using the previously determined $Q_0$ and $\eta$, the best model gives $\Delta \sigma = 110$ bars and $\kappa = 0.035$ sec. The high residuals imply that the model is not appropriate at least for the lower frequencies. The obtained stress drop is considerably larger than the average estimated value for the central east California (45-50 bars) in this study. I have done the same computations as the central east California to obtain different estimates of stress drop. First I modeled the excitation terms for 49 events with known moment magnitudes. Using a constant stress drop for all events the best model gives $\Delta \sigma = 124$ bars and $\kappa = 0.026$ sec. In
Figure 7.22: Residuals of the fit for the 3-component bandpass filtered excitation at 40 km for the 15 events of the Fig. 7.21.

the next step I have done the same modeling while letting each event has a different stress drop and $\kappa$. The results are shown in Figure 7.23 in which $\kappa$ for each event is plotted versus the stress drop.

Figure 7.23: $\kappa$ versus stress drop for 49 events with known moment magnitudes in the central west California.

There is no correlation between the two parameters in this plot. The stress drops range from 10 to 500 bars. The mean and standard deviation are 190 and 115 bars for stress drop and 0.029 and 0.013 sec for $\kappa$. The purpose of this part is to obtain
the mean $\kappa$ and repeat the modeling while $\kappa$ is fixed. I did the modeling with a fixed value of 0.03 sec for $\kappa$ to obtain the stress drops of the same 49 events. Stress drops for two different cases of variable and fixed $\kappa$ are plotted against moment magnitude in Figure 7.24. For the fixed $\kappa$ case the standard deviation and mean of the stress drop are 215 and 150 respectively. Compared to the results of the variable $\kappa$ (left panel) the fixed $\kappa$ model shows more scatter in the stress drop results. Using a fixed $\kappa$ a few events have stress drops equal to or greater than 500 bars. This results in a larger mean and standard deviation. The final modeling was done to obtain the error of each estimated stress drop. The error and the mean were computed from 100 simulations for each single event. The means of 100 runs are not necessarily the same as the best model result for each event. The average stress drop and standard deviation for events from this computation are 202 and 111 bars respectively. The individual error estimates are shown in Figure 7.25 for 39 events. From the 49 events of Figure 7.24, 10 events had high residuals in modeling and therefore were excluded in error estimation of individual stress drops. In fact stress drops higher than 300 bars are high and may not be not realistic. If I exclude events with stress drops higher than 400 bars (which also have high residuals in modeling), the average and mean

![Figure 7.24: (left) Stress drop versus moment magnitude for 49 events in the central west California. Each event has a different $\kappa$ (Fig. 7.23). (right) Same as left but a fixed value of 0.03 for $\kappa$ was used in the modeling.](image-url)
Figure 7.25: Estimated errors of stress drops for 39 events in central west California. Each individual event has been modeled using a Brune point source model. A bootstrap analysis has been done for each event. The stress drop values are the mean values of each bootstrap. The average of all stress drops is 202 bars.

stress drop for the rest of the events will be 142 and 86 bars. This result is closer to the result of the modeling all events with a constant stress drop and $\kappa$.

The results of this part are summarized in Table 7.5. The first row of the results show the estimated parameters obtained from modeling of 15 events using a constant stress drop (Fig. 7.21). Second row shows the same results obtained from modeling of 49 events using a constant stress drop model. The results of the third row were obtained by modeling each event separately in which every event have different stress drop and $\kappa$. The results of stress drop and $\kappa$ for this case are shown as the mean and standard deviation of all computed values. Individual results are shown in Figure 7.24. The bootstrap results for this case are shown in Figure 7.25. The fourth row is the same as first row except that I used a fixed $\kappa$. The individual results are shown in
the left panel of Figure 7.24

<table>
<thead>
<tr>
<th>No. of events used</th>
<th>best model result</th>
<th>bootstrap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Δσ (bars)</td>
<td>κ (sec)</td>
</tr>
<tr>
<td>15 (const. Δσ)</td>
<td>110</td>
<td>0.035</td>
</tr>
<tr>
<td>49 (const. Δσ)</td>
<td>124</td>
<td>0.026</td>
</tr>
<tr>
<td>49 (non-const. Δσ)</td>
<td>Ave: 190 ± 115</td>
<td>Ave: 0.029 ± 0.013</td>
</tr>
<tr>
<td>49 (non-const. Δσ)</td>
<td>Ave: 215 ± 150</td>
<td>0.030 (fixed)</td>
</tr>
</tbody>
</table>

Table 7.5: Best model and error analysis results of stress drop and κ for 49 events with known moment magnitudes in the central west California. Brune’s source model is used for all events.

The results of the different modelings show that the stress drop is higher than 100 bars. Based on the results the final selected average values are Δσ = 125 ± 35 bars and κ = 0.035 ± 0.01 sec.

### 7.3 Statistical tests on regression results

It is always important to do some statistical tests on the regression or inversion results. A least square technique has been used in the regression of observed ground motions throughout this study. Solving an inversion problem by least squares assumes a Gaussian distribution of errors. Outliers in the data can cause the error distributions to deviate from a Gaussian one. Figure 7.26 shows histogram plots of regression residuals for central west California data at 6 different frequencies. The histograms are very close to the normal in appearance and means are very close to zero. I have done the test of normality in two ways. In the first method I used Chi-Square goodness of fit test. This test is applied to binned data in which the data range is divided into k subintervals. The number of data points in each subinterval is counted and the empirical histogram is then compared with the theoretical PDF (Gaussian in here). The formula for the Chi-Square statistic is

\[
\chi^2 = \sum_{i=1}^{k} \frac{(e_i - o_i)^2}{e_i} \sim \chi^2_{k-1-nep}
\]
where \( e_i \) is the expected number of data points in cell \( i \), \( o_i \) is the actual number of data points in cell \( i \), and \( k - 1 - \text{nep} \) is the Chi-Square degrees of freedom where \( \text{nep} \) is the number of estimated parameters. This test is sensitive to the choice of bins. Usually \( k > 5 \) is selected but with a large number of data points different choices of \( k \) should be tested. I have used \( k = 10 \) in the computations. The number of estimated parameters are two since we estimate mean and standard deviation. So for the choice of \( k = 10 \), we will have \( k - 1 - \text{nep} = 7 \). For a test confidence level, \( \alpha \), we will find the value of \( \chi^2_{1-\alpha, k-1-\text{nep}} \) from the table. For our choice of \( k = 10 \) and \( \alpha = 0.05 \), \( \chi^2_{0.05, 7} = 14.07 \). If the result of the test from the above formula is smaller than the Chi-Square table value, we can assume that the distribution of our data set is normal. The Chi-Square test on the regression residuals showed than none of the residuals for different frequencies have normal distribution. I tried different number of subintervals since the Chi-Square test is very sensitive to this number. For some choices of \( k \), the Chi-Square test results were close to the table value (14.07). The results of this test on the 3-component regression residuals in the central west California are shown in
Table 7.6. The mean and skewness for each frequency are also shown in the table.

<table>
<thead>
<tr>
<th>Freq. (Hz)</th>
<th>No. Obs.</th>
<th>Mean</th>
<th>Skewness</th>
<th>$\chi^2$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>1031</td>
<td>8.0970E-04</td>
<td>0.1670</td>
<td>115</td>
</tr>
<tr>
<td>0.30</td>
<td>1179</td>
<td>-2.110E-05</td>
<td>-0.343</td>
<td>60</td>
</tr>
<tr>
<td>0.50</td>
<td>1662</td>
<td>1.3300E-04</td>
<td>-0.949</td>
<td>71</td>
</tr>
<tr>
<td>1.00</td>
<td>2104</td>
<td>6.8500E-04</td>
<td>-1.368</td>
<td>108</td>
</tr>
<tr>
<td>2.00</td>
<td>2236</td>
<td>-1.470E-05</td>
<td>-0.552</td>
<td>38</td>
</tr>
<tr>
<td>3.00</td>
<td>1374</td>
<td>-5.900E-06</td>
<td>-0.341</td>
<td>41</td>
</tr>
<tr>
<td>4.00</td>
<td>2404</td>
<td>-2.120E-05</td>
<td>-0.230</td>
<td>49</td>
</tr>
<tr>
<td>6.00</td>
<td>1926</td>
<td>-1.700E-05</td>
<td>-0.179</td>
<td>41</td>
</tr>
<tr>
<td>8.00</td>
<td>1932</td>
<td>-1.700E-05</td>
<td>-0.172</td>
<td>46</td>
</tr>
<tr>
<td>10.00</td>
<td>1931</td>
<td>-4.800E-06</td>
<td>-0.123</td>
<td>51</td>
</tr>
<tr>
<td>12.00</td>
<td>1819</td>
<td>-7.600E-06</td>
<td>-0.113</td>
<td>51</td>
</tr>
<tr>
<td>14.00</td>
<td>1809</td>
<td>-1.600E-05</td>
<td>-0.069</td>
<td>32</td>
</tr>
<tr>
<td>16.00</td>
<td>1780</td>
<td>-1.300E-05</td>
<td>0.1270</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 7.6: Mean, skewness, and Chi-Square test results for the regression residuals of bandpass filtered data in central west California. The number of subintervals for the test is 10.

The $\chi^2$ value ($k=10$), for all frequencies is larger than the $\chi^2_{0.95,7}$ value (14.07) from the table. It means that the residuals do not have a normal distribution for this choice of $k$. The number of observations (second column) are large for all frequencies. The usual choices of $k$ may not be good for large number of samples. The histograms show that residual distributions may not be far from the normal. I repeated the test with randomly selecting 100 samples from the residuals. For 1000 tests of randomly selected samples the mean and standard deviation of $\chi^2$ values were 13.5 and 7.8 for 0.25 Hz frequency. This variability of results for different values of $k$ indicates that the normality test should not be judged by Chi-Square test alone and some other tests should be used as well.

In the second approach I used quantile-quantile (Q-Q) plots (Jain, 1991) which is a way to visually test if a data set has a specific distribution. This plot has been shown in Figure 7.27 for the regression residuals at frequencies 0.25, 0.30, 1.0, 2.0, 10.0, and 16.0 Hz. In this plot the actual residuals of the inversion are plotted against those expected for a Gaussian distribution. The quantile of the residuals (vertical axis) are just the ordered residuals. If the distribution of residuals is Gaussian, the Q-Q plot should look like a straight line. The Q-Q plots show that at some
Figure 7.27: Q-Q plots for 3-component regression residuals in central west California at 0.25, 0.3, 1.0, 2.0, 10.0, and 16.0 Hz. The dashed red line represents the trend for a Gaussian distribution.

frequencies only a few data points do not lie on the straight line (Gaussian trend). So we can conclude that for those frequencies (larger than 1.0 Hz), the assumption of Gaussian distribution is valid. At the same time it is possible to look at the regression results, remove some outliers and repeat the regression. Throughout this study I have repeated the regression while I have excluded some of the outliers from the observations. The regression results also show which data (stations and events) produce unusual results. Those data could be eliminated in the processing when the procedure is repeated.

7.4 Ground motion scaling comparisons

Studying regional variation of wave propagation parameters in the Pacific Northwest and northern California was one of the objectives of this study. The results of
regressions and modeling show that in fact there are variations from one region to another region. Figure 7.28 shows the regression derived $D(r)$ for the 4 different regions of this study. Among the different regions, northern California shows a strong effect of geometrical spreading. In fact modeling the $D(r)$ term for northern California requires using a frequency dependent geometrical spreading and $\eta$. The central east California shows a smoother form of $D(r)$ compared to other regions and a simpler form of geometrical spreading can be used to model the observations in this region.

Figure 7.28: Regression derived $D(r)$ for 3-component bandpass filtered data in (a) Pacific Northwest, (b) northern California, (c) central west California, and (d) central east California.
The modeling results for $D(r)$ are shown in Table 7.7. The mean values of $Q_0$ varies from 210 to 280 between the different regions. The values for $\eta$ change from 0.30 in the central west California to 0.55 in the Pacific Northwest. The range of both $\eta$ and $Q_0$ values indicate that the variation of the propagation parameters is important.

<table>
<thead>
<tr>
<th>Wave propagation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pacific Northwest</td>
</tr>
<tr>
<td>$Q(f) = 280^{\pm 34}f^{0.55 \pm 0.05}$</td>
</tr>
</tbody>
</table>
| $g(r) = \begin{cases} 
    r^{-1.0} & r < 40 \text{ km} \\
    r^{-1.2} & 40 < r < 70 \text{ km} \\
    r^{0.5} & 70 < r < 100 \text{ km} \\
    r^{-0.7} & 100 < r < 200 \text{ km} \\
    r^{-0.9} & r > 200 \text{ km} 
\end{cases}$ | $g(r) = \begin{cases} 
    r^{-1.0} & r < 40 \text{ km} \\
    r^{-0.8} & 40 < r < 100 \text{ km} \\
    r^{-0.5} & r > 100 \text{ km} 
\end{cases}$ | $g(r) = \begin{cases} 
    r^{-1.3} & r < 40 \text{ km} \\
    r^{-1.0} & 40 < r < 60 \text{ km} \\
    r^{0.1} & 60 < r < 90 \text{ km} \\
    r^{-0.5} & 90 < r < 150 \text{ km} \\
    r^{-0.90} & r > 150 \text{ km} 
\end{cases}$ |

Table 7.7: Summary of wave propagation parameters for 4 different regions of this study.

The source scaling parameters for all the regions are shown in Table 7.8. The average values of stress drop change from 30 bars in the Pacific Northwest to 125 bars in the central California. The obtained values for the central east California are much smaller than those of central west. It should be emphasized that for each region, the source scaling results are tied to the corresponding propagation model of the region (table 7.7).

<table>
<thead>
<tr>
<th>Source scaling parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>$\Delta \sigma$ [bars]</td>
</tr>
<tr>
<td>$\kappa$ [sec]</td>
</tr>
</tbody>
</table>

Table 7.8: Summary of source scaling parameters for 4 different regions of this study.
Chapter 8
Discussion and Conclusions

I have studied regional ground motion scaling in the Pacific Northwest, northern, and central California. The data set for each region consisted of vertical short-period and 3-component broadband seismograms. I obtained the results for the frequency range of 0.25-16 Hz and distances 20-500 km. In this study I have processed the data in the frequency and time domain. For the time domain the data are bandpass filtered within narrow frequency bands to obtain the peak motions.

I used coda normalization and the regression methods to obtain excitation, propagation, and site terms from the amplitudes of the observed strong motions. The derived propagation and excitation terms are modeled to obtain the attenuation and source parameters. The coda normalization results are used for comparison with the regression results. The two methods agreed well when there were sufficient number of observations for both methods but in general the regression technique provided better results.

The $D(r)$ term shows a smoother form in the central east California compared to other regions. For northern California, $D(r)$ shows a rapid decrease of amplitude with distance especially for frequencies higher than 4 Hz. The $D(r)$ term for the Pacific Northwest and central west California show a typical trend of attenuation with some effects of supercritical reflections from the Moho.

I modeled the observations of $D(r)$ using visual and genetic algorithm (GA) methods. The visual method is faster and can be used if the number of parameters are limited. It is also good to obtain a rough estimate of parameters using only a few runs. For the larger number of parameters the visual method becomes harder to use unless we keep some of the parameters constant. GA is good for these cases and searches the parameter space in a better way.
By modeling the $D(r, f)$ I found $Q(f) = 280 f^{0.55}$ for the Pacific Northwest. The residuals of the fit are small for this model. The geometrical spreading for this region consists of a 5 segment function. Strong supercritical reflections requires $r^{0.5}$ parameterization in the distance range of 70-100 km for the best fit. The best model for the central east California gives $Q(f) = 280 f^{0.50}$ which is very close to $Q(f)$ for the Pacific Northwest. The geometrical spreading is much simpler in this region. The geometrical spreading exponents are -1.0, -0.8, and -0.5 for distances less than 40 km, between 40 and 100 km, and larger than 100 km respectively. The central west California best model has $Q(f) = 250 f^{0.30}$ and a 5 segment geometrical spreading function.

I could not model the $D(r, f)$ for the northern California as I did for the other regions. The specific shape of this term for northern California required using a frequency dependent $\eta$ and frequency dependent geometrical spreading. For the frequency range of 1-4 Hz, $Q(f) = 210 f^{0.55}$ and for 6-13 Hz, $Q(f) = 210 f^{0.55}$. The change in $\eta$ from one frequency range to another is not that large but the differences in geometrical spreading are profound. The 6-13 Hz geometrical spreading are much stronger (Table 7.7).

The $Q$ values obtained in this study are in the range of the values obtained for western north America by some previous studies (Bager and Mitchell, 1998). The $Q_0$ values of this study however, are a little different from some other studies of wave attenuation (Raaoof et al., 1999; Boatwright et al., 2003). These differences are expected since different frequency ranges and different methods of $Q$ measurement will give different results. Specific regions analyzed may also be a reason for these differences (Shi et al., 1996). Boatwright et al. (2003) studied the data from northern and some parts of central California. I have done separate studies for northern and central California.

Since in most studies $Q_0$ and $\eta$ are determined together, we have to consider the trade-off between these two parameters. This trade-off precludes obtaining a unique solution of either of parameters. So in comparing different studies, the combined effect of $Q_0$ and $\eta$ should be considered although the effect of $\eta$ for higher frequencies is
stronger. Among the four regions studied here, the rapid amplitude decrease of higher frequencies in northern California is noticeable. The results for three other regions doesn’t show such a strong effect of geometrical spreading. The $Q_0$ value is also smaller (210) in northern California. Boatwright et al. (2003) analyzed peak ground acceleration and velocity data from northern California and some parts of central California and observed strong geometrical spreading effect in distances larger than 100 km.

The trade-off between $g(r)$ and $Q(f)$ is also important and should be considered. Some studies assume $g(r) = r^{-1.0}$ for the all distances and solve for $Q(f)$. For some applications (seismic hazard) the combined effect of $g(r)$ and $Q$ is important and the trade-off does not pose a problem. Many empirical attenuation relationships have been developed to use in seismic hazard studies. Those relationships express the ground motion amplitude as a function of magnitude and distance. The decay form of amplitude is the combined effect of the $Q$ and $g(r)$.

I have modeled the excitation terms using the previously determined $D(r)$. I have used a Brune point source model with RVT to obtain the stress drop parameter and $\kappa$. I modeled the excitation terms in two ways: using a few events with a constant stress drop and using all events with known moment magnitudes while each event has a different stress drop parameter. I have also repeated the modeling with a fixed value of $\kappa$ for the second method. But in each case I have selected an average value for the parameters. The values of $\kappa$ vary from 0.03 to 0.05 between different regions. An average value of 30 bars is obtained for the Pacific Northwest. The model fit is generally good and residuals are not large. The northern California average value is 90 bars. The best estimates for central east and central west California are 45 and 125 bars respectively. For both regions of central California the residuals are high for the frequencies less than 1.0 Hz. Using the three different stress drops, the average value for the whole study area of California is 70 bars. The individual stress drops for central east and central west California show much scatter ranging from 10 to a few hundred bars. In making the averages, I excluded a few events in the central west California with very high stress drops and high residuals of modeling. Because
of large spread in stress drops of central west California, using an average value may not be justified and a constant stress drop value should not be used.

The uncertainties in the results are also important. The errors obtained for the stress drops are high for some of the events. The errors on constant stress drops are smaller. Since estimating the stress drops is not easy in general and they also depend on the predefined \( Q(f) \) values, the modeling results for \( Q(f) \) are more robust.

The values of \( Q_0 \) obtained in this study ranges from 210 to 280. The average stress drops change from 30 bars in the Pacific Northwest to 125 in central west California. These ranges of parameters indicate that the ground motion parameters of a specific region may not be used for another region. For example using the stress drops of central California may overestimate the ground motion level predictions in the Pacific Northwest.
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