
12024 

 

Theoretical Basis for Earth Tide Analysis with the New 

ETERNA34-ANA-V4.0 Program 

Klaus Schueller 

397/75 Moo 13,Baan Bunhiranyarak, T.Nokmueang, A.Mueang Surin Province 32000, Thailand, 

klaus.e.schueller@t-online.de 

 

 

Abstract 

 

The theoretical basis for the new version of the ETERNA34 program for Earth tide analysis is 

presented. The functional model for the least squares analysis is derived including the tidal signal 

and additional processes. A hypothesis-free model of higher potential degree constituents in the 

basic tidal wave groups is introduced. For physical regression processes transfer functions of 

arbitrary length can be modelled leading to frequency dependent regression coefficients and phase 

shifts. The least squares parameter estimation is discussed especially with respect to the impacts of 

window functions, leading to maximum resolution and minimum leakage least squares estimators. 

The condition number � , derived from the eigenvalues of the normal equation matrix , proved to 

be the overall quality criterion. The stochastical model, as implemented in the new version, is 

explained, now being fully in accordance with least squares theory. It is emphasized that spectrum 

estimation of the residuals should be based on its autocovariance function. Furthermore, it is 

shown, how the processing of the residuals is performed by a new tool, the “High Resolution 

Spectral Analyser”. Finally, the problem of time-variant parameters is examined and proposals are 

given for detection and interpretation. 

Keywords:  tidal analysis, ETERNA, window functions, least squares, parameter estimation,    

                             error propagation, autocovariance function, residual spectrum. 

 

Introduction 
 

The objective of this initiative is to acknowledge and preserve the extraordinary intellectual and 

technical work of my colleague and friend Prof.  Dr.-Ing. habil.  Hans-Georg (Schorsch) Wenzel who 

passed away a long time ago. Therefore, the intention is to maintain and enhance a comprehensive 

and sustainable platform for Earth tide analysis which will meet the requirements of the user 

community all over the world.  

Over the past years a considerable amount of tasks has piled up which has to be tackled and solved 

now. As a result of recent efforts the new version ETERNA34-ANA-V4.0 is ready to be released to 

interested scientists totally free of charge. 
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The most important features of the new version are: 

 

- Enhancement of the functional model 

o Hypothesis free modelling of the higher orders of the tidal force development. 

o Modelling of additional harmonics of tidal and non-tidal origin. 

o Modelling of transfer functions of physical regression processes leading to 

frequency dependent regression coefficients and phase shifts 

o Comprehensive uniform polynomial model with identical coefficients for each 

block. 

o Deployment of window function in combination with the least squares technology 

for improving analysis design and interpretation. 

- Redesign of the stochastical model now fully based on statistical theory 

o Frequency dependent RMS �� of arbitrary spectral ranges over the whole Nyquist 

interval, derived from the spectrum of the autocovariance function of the residuals. 

o Derivation of 95% confidence intervals for the frequency dependent RMS �� and 

all estimated parameters, now in full agreement with least squares and statistical 

theory. 

- Information enhancements 

o Introducing the “High Resolution Spectral Analyser (HRSA)” for thoroughly   

analysing the residuals and estimating and presenting residual amplitudes together 

with their signal to noise ratios. 

o Correction of the main tidal constituent parameters for ocean influence. 

o Comparing the corrected parameters with those of different Earth models. 

o Consequent parameterization for gaining the utmost flexibility for the users of 

Earth tide analysis.  

- Computer platforms 

o Providing an executable of the new ETERNA34-ANA-V4.0 version on MS Windows 

7 and 8.1. 

o Support of 32- and 64-bit MS-Windows computers. 

- Further maintenance and enhancement 

o Fixing detected software problems. 

o Survey and realizing of common user requirements. 

o Realizing already planned  enhancements like 

� Estimating the frequency transfer functions of physical channels as 

performed in the HYCON method (SCHUELLER, K. 1986). 

� Built-in time-variant analysis as performed in the HYCON method 

 

In this presentation some important concepts of statistical inference are revisited in order to 

provide the basis for the latest modifications and enhancements of the ETERNA program. We will 

refer to the modified ETERNA program as “the new version” throughout this presentation. 

Generally, no derivations or proofs of formulas will be given, when they can easily be reviewed in 

literature. Also, program descriptions and implementation aspects will be dealt with in a different 

paper, the “ETERNA34-ANA-V4.0 USER’s GUIDE” (SCHÜLLER, K. 2014). 
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1. The Earth tide observation process 
 

1.1  The sampling process in time domain 

 

We think of a tidal observation record as the realization of the ubiquitous tidal force as input to 

specific instruments ( gravimeter, pendulums, strain meters etc.). This tidal force signal can then be 

thought of being the output y(t) of a system, ideally with infinite past and future. We assume this 

system to be linear and comprising all features of measurement, calibration, etc.. In the following 

the notations for the tidal vertical component and gravimeter  observations are used although the 

derivatives and conclusions are analogously valid for the other components. 

The sampling process, i.e. the  analogue-digital converter itself and the confinement of y(t) to a 

specific observation interval T can be abstracted by the following model: 

 

Let the Dirac � –function be 

���� = 	+∞, � = 00, � ≠ 0 

with 

� ���� �� = 1���                     (1.1) 

 

From (1.1) the so-called Dirac comb is generated as pulse train of N unity values: 

 

i(��) = ∑ ��� − �∆������             �� = 0,1,2, … . �                                (1.2) 

 

with ∆ as the sampling interval between two consecutive values. 

 

Let  

 ��� =     	  1   − !/2 ≤ � ≤ !/2   0  $%&$ ℎ$($                                               (1.3) 

 

be a continuous rectangular function representing the time interval T of an observation record, 

then 

w(��)= w(t)∙ i(��)                                                                     (1.4) 

 

is a discrete rectangular function at discrete time points ��  in the interval T = N∆. 

 

The discrete observations at time �� =m∆ within the observation period T will now be derived by 

(Fig.1.1) : 

 *���� =   y(t)∙ w(��)                                                                      (1.5) 

 

The function w (��) is known as discrete time window function which often is not explicitly 

represented in subsequent formulas. Its importance, however, will be explained in next sections.     
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Fig. 1: From continuous to sampled observations.   		           

    

1.2  Frequency domain representation of sampled time series 

 

Associated with the time domain, there exists a frequency domain representation for y(t), the so 

called “true” spectrum Y(+�. ,�+� is continuous in frequency with an infinite frequency range.  

Both representations are linked by Fourier transformation: 

 

*��� � -
./� ,�+�$012�+�

�� 																		                                        ( 1.6a) 

and 

,�+� � � *���$�012��																																																	�
��               (1.6b) 

 

Likewise, the discrete time window function  ���� of (1.4) as sampling function possesses a 

frequency domain representation W(+), the so-called spectral window function. Because  ���		�  is 

a rectangular function, W(+� can analytically be written as discrete sinc-function : 

 

 34�+�� ∆
�
sin	�+�∆2 �
&89�+∆2 �

                                           (1.7) 
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Fig. 2  :   sinc-function, ∆� : 

 
 

Since multiplication of any two time series in the time domain means convolution of their  two 

spectra in the frequency domain, we obtain the spectral representation ,;<=�+�	of an observed 

time series y(t) as the convolution of the theoretical “true” spectrum  Y�+� with the spectral 

window W(+� : 
 

,;<=�+� � � *��� ���$�012���
��   

 

� � ,�>�3�+ � >��>�
��                                                         (1.8) 

 

Fig. 2 and (1.8) exhibit that the spectral window 3�+� acts as a “slit” function through which we 

see the true spectrum Y�+� within an uncertainty. The width of that slit is governed according to 

(1.7) by  ! � �∆ , the length of the observation record. Also, we can imagine the convolution 

process (1.8)  as bringing W(0) (the origin of 3�+�� in coincidence with a specific peak of the true 

spectrum Y�+� and then taking a weighted  sum of Y�+� over the whole frequency range with  

3�+� as the weight function. 

 

Conclusion: 

The time window function  ����  is fundamentally associated with the observation record because 

it contains all information about its frequency domain properties. The spectral window function 

3�+� not only has a main lobe but is stretching over frequency with considerable side lobe peaks 

(see Fig. 2). Consequently, the result of the convolution at a certain frequency will be more or less a 

mix or smear of the “true” Y�+�	 over the whole frequency domain.  

 

1.3  General properties of window functions  

 

It follows from (1.7) and Fig.2 that there are 2 properties which are of utmost importance when 

dealing with window functions, i.e. 

- 1. Resolution 

- 2. Side lobe convergence 
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Resolution is directly linked to the width of the main lobe, and is characterized by the frequency 

distance from the centre of the main lobe to the 1st zero position (Fig. 2). A considerable amount of 

window functions are offered in literature (some of them are represented in Fig. 3), but no window 

functions which optimally incorporate both properties. 

 

For the rectangular window this distance is identical to the fundamental (Fourier) frequency  +�  

(1.7) which is defined as +� = 	 ./? 					� 		 ./@∆                            (1.9) 

The rectangular window stands for a window function class with optimal resolution but rather poor 

side lobe convergence (Fig.4,6).  

The Hanning window stands for a second class of window functions with optimal side lobe 

convergence (Fig. 5, 6) but double frequency distance from the centre of the main lobe to the 1st 

zero position, i.e. 2	+� . That means that its resolution is 2 times less the rectangular 

window. Its representation in the time domain is   

 A		��� � -
. �1 � cos D

./
@�- �E�  (t= 0,…..N-1  )            (1.10) 

while it’s spectral window 3A�+� can be written as a smoothed function of the rectangular 

window 34�+� (1.7) as : 

3A�+� � 	 -.34�+� 

-
F(34 D+ � +0

. E 
34 D+ 

+0
. E )                        (1.11) 

 

Fig. 3 : Examples of  window functions in the time domain 

 

 
 

 

 



12030 

 

Fig. 4 : Spectral rectangular window function 

 

 
 

 

Fig. 5 : Spectral Hanning window function 

 

 

 

From what is presented so far, it becomes quite obvious that the application of the often cited 

Rayleigh-criterion is nothing else than exploiting the spectral rectangular window function:  for all 

frequencies in the observation record to be resolved, it demands a frequency distance from the 

centre of the main lobe to the 1st zero position of the spectral window (Fig. 2).  
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It will be shown later on that is criterion is by far too pessimistic, when applied in the least squares 

procedure. 

 

Fig. 6:  Presentation of the rectangular and Hanning spectral window function

 

2.  The functional model for tidal observations 

2.1  Tidal signal  

 

It is well known from (Chojnicki, T.  1973), (SCHÜLLER, K. 1976), (WENZEL, H.-G. 1996) that the tidal 

signal *G?  ���  can be modelled as  

 *G?  ��� =  ∑ �0HIJ0�- ∑ K0LMNL�- OP &Q+0L� + R0L + �0S =.    
∑ �0HIJ0�- OP& ��0� ∑ K0LMNL�- OP&Q+0L� + R0LS − ∑ �0&89HIJ0�-  ��0� ∑ K0LMNL�- &89Q+0L� + R0LS. =.  

∑ �0HIJ0�- OP& ��0�$0��� − ∑ �0&89HIJ0�-  ��0�T0���. .                                                (2.1) 

where 

- 9UV              -  number of wave groups i,  i=1,….. 9UV 

- �0 , �0            -  tidal parameters (amplitude quotient, phase lead) 

- %0                    - number of tidal constituents j of wave group i, j=1,… %0  

- K0L , +0L, R0L   - theoretical amplitudes, angular velocities and phases of the i-th tidal  

                                        frequency band and the j-th constituent for a rigid model Earth  

- $0���, T0���    - model time signals with theoretical amplitudes, angular velocities and   

                                         phases of the i-th tidal frequency band introduced for abbreviation purposes 
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In (2.1) the underlying assumption is that the tidal parameters are constant within the 9UV  wave 

groups.  

However, this is principally not true, because the tidal potential is composed of different  degrees l 

and orders m, where the orders are associated with long periodic, diurnal, semidiurnal,…etc. 

frequencies. The most precise development implemented in Standard ETERNA is published by 

(Hartmann T., Wenzel, HG. 1994) up to degree l = 6. From Earth modelling we know that the tidal 

amplitude factors are different for degrees 2, 3, 4, and 5 and for V2 within the different orders. 

Moreover, in all Earth models the phase shift � is supposed to be 0. 

The following table shows the overlapping frequency scheme of the different potential degrees: 

W.� WX�  WF�  WY� WZ� … ….                         –               long periodic 

W.- WX-  WF-  WY- WZ- … ….                         –                1/1-diurnal 

W.. WX.  WF.  WY. WZ. … ….                         –                1/2- diurnal 

        WXX  WFX  WYX WZX … ….                         –                1/3-diurnal 

                 WFF  WYF WZF … ….                         –                1/4-diurnal 

                         WYY WZY … ….                         –                1/5-diurnal 

                                 WZZ … ….                         –                1/6-diurnal 

                                 ………………………………………………………………………. 

To overcome this modelling problem in (2.1), the amplitude factors of an Earth model are 

introduced to harmonize the heterogeneous situation within the tidal frequency bands by 

*G?  ��� =  ∑ �0∗HIJ0�- ∑ K0LG\MNL�- OP &Q+0L� + R0L + �0S =.  

∑ �0∗HIJ0�- OP &��0� ∑ �0LG\K0LMNL�- OP&Q+0L� + R0LS − ∑ �0∗&89��0�HIJ0�- ∑ �0LG\K0LMNL�- &89Q+0L� + R0LS. .  

= ∑ �]N
HIJ0�- ∑ �0LG\K0LMNL�- OP&Q+0L� + R0LS − ∑ �^N

HIJ0�-  ∑ �0LG\K0LMNL�- &89Q+0L� + R0LS. .              (2.2) 

with 

�0LG\   = the amplitude factors of an Earth model for each potential degree and order K0LG\   = Earth model amplitudes �0∗     = Amplitude factors between observed and model tide which is �0∗= 1 in case of agreement  

            between Earth model and observations. �0∗OP &��0� , �0∗sin ��0�  -> �]N, �^N  – auxiliary tidal parameters 

    
The approach of (2.2) is equivalent to normalizing the higher potential degree amplitudes of a wave 

group relative to the lowest degree by the ratio higher potential degree amplitude factor to the 

lower one, for example:   �_XG\ �_.G\⁄ . 

(2.2) is implemented in STANDARD ETERNA, based on the Dehant-Wahr-Zschau (DWZ) model 

(Zschau, J. et al 1981) of a non-hydrostatic, inelastic Earth. Since wave grouping in ETERNA assumes 
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consecutive frequencies for the different wave groups, no other modelling could be achieved, 

because the constituents belonging to a certain potential degree and order l,m do not exhibit 

consecutive frequencies but can be distributed all over the whole wave group. 

In the new version, however, appropriate wave grouping can be automatically done by the 

program. The procedure comprises the following steps, each step meaning a more accurate model 

than the precursor step: 

Step 0 : standard procedure by means of the DWZ Earth model = standard wave grouping. 

Step 1: Grouping all constituents of a certain higher potential degree in a separate wave group, i.e.  

              V3, V4, V5, V6 while the standard wave grouping refers to V20-V66. 

 

Step2 : Grouping all constituents of a certain higher potential degree and order in a separate wave  

              group, i.e. V30,V31,V32,V40,V41,V42,V43,V50,V51,V52,V53,V54,V60,V61,V62,V63,V64,V65,  

             while the standard wave grouping refers to V20-V66. 

 
Step3 :  Grouping all constituents of a certain higher potential degree of a standard wave group as  

subgroup; for example: O1 will refer to V2,  O1-3 to all V3 –constituents within the O1                  

group, O1-4 to all V4 –constituents within the O1-group etc.. 

 

Which step or combination of steps is adequate depends on the record length and model signal 

strength. It is important to emphasize that all steps can be arbitrarily combined. Hence, for each 

standard wave group one has to define which step should be used. This information has to be 

provided in the project.ini file by adding a 4-digit code for each wave group defined. This code is 

composed of 4 consecutive digits, one for each degree, beginning with V3, followed by V4, V5, and 

V6. The digits can take the values 0 to 3, meaning:   0 = step0, 1=step1, 2=step2, 3=step3. 

By this procedure the new version is principally able to model the higher potential degrees and 

orders without relying on Earth model assumptions. In this context we will consider to implement 

the potential development of Kudryavtsev, S.M. 2004 of some 27000 constituents in the new 

version. 

However, especially for weak model signals, shorter series, etc., it may be indicated to select the  

DWZ-Earth model information (step0) and combine it moderately with step1 (i.e. only moderate 

resolution requirements). Also, there will be relatively high mathematical correlations between 

these groups due to being fairly close together in frequency. Model calculations, however, proved 

that the numerical stability is guaranteed as long as the normal equation matrix is solvable. 

 

2.2   Model enhancement by non-linear and additional harmonics 

 

Often, the residuals of a least squares tidal analysis exhibit energy concentrations at tidal plus non-

tidal frequencies.  The cause of these concentrations may have various reasons, e.g. 

- Oceanographic effects 

o  Loading 

o Attraction of water masses 

o ……… 
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- Meteorological influences  

o Air pressure 

o Rainfall 

……… 

- Unknown influences 

o ……. 

The first group is characterised by the fact that the influencing processes are progressing with the 

same frequency as the Earth tides.  In this case, analytical separation is not possible . Corrections 

can only be applied aposteri by means of load vectors from model calculations. To meet this 

requirement in the new version , loading information of different ocean models can be processed. 
Furthermore, in addition to the DWZ, different Earth models can be defined which will be 

compared to the corrected tidal parameters. Also, Melchior’s amplitude ratios 
abcade  and 

adeafe  are 

calculated and compared to the Earth models results. From all these results, conclusion can be 
drawn to what degree  the ocean corrected parameters will fit to a specified Earth model. 

In case of non-linear loading by shallow water tides (MERRIAM ,J.B 1995), (SCHÜLLER,K. et al 

1979), loading effects in the Earth tide record can be observed at frequencies where the body tide 

is close to or zero at all. Since spectral estimates are comparably imprecise and usually without any 

error information, we want to estimate the amplitudes and phases of these non-linear (NL) 

harmonics, and also derive statistical estimates about their reliability and significance. Therefore, 

we calculate the frequencies of the non-linear tides according to the assumed non-linear model 

(usually quadratic), and introduce them together with the tidal signal as harmonics into a least 

squares adjustment. 

The second group can be dealt with by monitoring these processes at the observation station with 

the same sampling rate as the tidal signal, and introducing this information as a regression process 

(section 2.4). However, if such monitoring is not available, their influence in the tidal observations 

cannot be identified. It may produce peaks in the residual spectrum and will be treated like the 

third group. 

 

The third group  comprises significant signals of unknown origin. The frequencies +� of these 

additional constituents (ADCONS) are taken from the residual spectrum or any other source of 

information and are fed back into the least squares adjustment. 

The functional model for this enhancement  can then be derived by generalizing (2.2) to 

*G?  ��� = ∑ �0HIJ0�- ∑ �0LG\K0LMNL�- OP &Q+0L� + R0L + �0LS + ∑ K�Hghh��- OP &�+�� + R��.  (2.3) 

where +� is given and K�i9� R� are unknown, and  9jkk   the number of additional constituents. 

Similar to the tidal potential development, the 9jkk  constituents are to be initially defined in a 

new definition file named NL+ADCONST.dat. This file serves as a memory for these constituents, 

and is placed in the COMMDAT directory like the tidal potential definition files. To perform a 

specific analysis, a selected subset of the constituents of  NL+ADCONST.dat has to be specified in 

the “project”.ini file, similar to the body tide wave groups. 
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In a subsequent least squares analysis, amplitudes and phases with respect to the 1st observation 

time point of the record are obtained together with their RMS-errors and confidence intervals for 

further treatment and interpretation.  This process may be performed in several iteration cycles. 

 

2.3 Enhancement of the drift model 

2.3.1 Filters 

 

The advantage of trend removal by filters is that their properties can mathematically be evaluated 

by their transfer functions which are the Fourier transforms of the filter weights. 

STANDARD ETERNA provides several filters in the COMMDAT directory, which can be initialized for 

the analysis in project.ini definition file. 

Low pass filters like Pertsev 51 or HYCON-MC-49 are provided by STANDARD ETERNA.  Although 

Pertsev’s filter is working fairly well at the low frequencies, there are significant deviations from 

gain values = 1 at higher frequencies. Therefore, an alternative filter also with 51 coefficients is 

provided in the new version , based on the Hanning window. This filter converges at the higher 

frequencies to the ideal high pass filter shape ( gain values = 1). It also lets pass a significant 

percentage of the long periodic tides so that an analysis is possible despite of filtering the 

drift.(Note that the published filter *5.nlf from HYCON is in error due to a typing mistake: the 1st 

coefficient must carry a minus sign.) 

When dealing with minute observation data, care has to be taken due to aliasing. To avoid  aliasing, 

a band pass filter has been designed based on the Blackman-Tuckey-Window to allow proceeding 

with hourly values after filtering. This filter can be found in the COMMDAT directory of the new 

version as BMLPA60M.nlf. 

Since filtering is done by time domain convolution of the observations with the filter weights, this 

operation means multiplication of their spectra in the frequency domain. Beyond the stop band of 

the filter, where parameter estimation is occurring there can be significant deviations from the 

ideal properties, i.e. gain values = 1 as described for the Pertsev filter. Consequently, the effect of 

filtering has to be corrected for by applying the filter gain to the estimated amplitudes provided the 

filter gain is not too close to 0.  

STANDARD ETERNA  correctly applies the gain in parameter and error estimation. However, all 

spectral amplitudes and related quantities of the residuals are not accounted for filtering. In the 

new version a gain correction due to filtering will be applied to all residual amplitudes provided the 

gain is above a predefined level ,i.e. not too close to zero. Note that such corrections can reverse 

filtering only to a certain degree, because they are applied to the convolved  spectrum  ,;<=�+�  
(1.8), while the filter acts on the original Y�+� . 

STANDARD ETERNA does not allow for modelling long periodic (LP) -tides when using filters. 

However, there are situations when this is desirable. Therefore, in the new version we do allow 

modelling of LP tides although a numerical high pass filter has been applied.  This can be useful, 

when the filter eliminates only the very low frequencies and letting the LP-tides pass with sufficient 

signal strength. 

For meteorological channels, consistency with respect to the filter is gained when these channels 

are processes with the same filter before being introduced into an analysis.                   
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2.3.2 Chebychev polynomials 

 

Chebychev polynomials are defined as 

 

 cos(nR) =  !H(cos(nR))  =	!H(x),                   x = cos(R),  x ∈ m�1,1n,  n ∈ N             

 

with 

 

!�		��� � 1  

!-		��� � �  

!.		��� � 2�. � 1  

!X		��� � 4�X � 3�  

!F		��� � 8�F � 8�. 
 1      

 ……………………………………….           

            

 where 

                                  |!H		���| # 1	TP(	� ∈ 	 m�1	,1n				i9�	9	 ∈ 	�	                              (2.4) 

 

The first 10 polynomials are shown in  Fig. 7: 

 

Fig 7:  Chebychev polynomials st - su 

 

 
 

The following facts  about Chebychev polynomials  have to be emphasized: 

- the observation interval is normalized to v 1 

- the Chebychev polynomials 	!0	are orthogonal to each other as long as there are no gaps in  

              the record 

- other as in the case of filters, where the filter gain represents the degree of effectiveness,  
              there is no such quantity for the Chebychev polynomials. 

- a reasonable measure of the effectiveness is the minimum  RMS  ��  criterion for 

              approximations of different order combined with a statistical t- and  F-Test, testing the 
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              effectiveness of additional model parameters with a given probability.  

 

A heuristic rule for the order u of the Chebychev polynomials to be modelled can be adopted as   

 

w < �∆y?  

 

where �∆  is the observation interval and y? is the longest tidal period in absolute time. Otherwise, 

due the oscillating nature of the Chebychev polynomials (Fig.7), extremely high mathematical 

correlations of the polynomials with tidal (long periodic) constituents or regression processes could 

occur. 

 

1.3.2.1 Block wise polynomial modelling  

 

In case of observations  with gaps STANDARD ETERNA models the polynomials for each block by a 

different set of polynomials coefficients. This procedure has the following disadvantages: 

- the Chebychev polynomials are set up for every single block without joining  
              conditions for the parameters over the block boundaries, so they might introduce artificial,  

              unwanted  steps into the residuals. 

- each block is generally different in length so there will be different  number of coefficients  

              for each block. 

- the number of polynomial coefficients will be inflated when there are many gaps in the    

              record. 

 

1.3.2.2 Uniform polynomial model 

 

Since we have to assume that the observation record is homogeneous in such a sense that 

discontinuities are eliminated by data pre-processing, the new version optionally offers the 

definition of a polynomial over the block boundaries with one uniform parameter set. Hence, in 

case of applying polynomials as drift model ,the functional  model (2.3) is extended as  

 *��� =
∑ �0HIJ0�- ∑ �0LG\K0LMNL�- OP &Q+0L� + R0L + �0LS + ∑ K�Hghh��- OP &�+�� + R�� +   ∑ iz!zH{z�� ���.   (2.5) 

 

where iz  - k =1,… 9|  - polynomial coefficients also denoted as bias parameters 

!z���                  - Chebychev polynomials 

Moreover, in the new version ,the table of the bias parameters  is extended by the student value  

 �0 = jN�gN                                 (2.6)

   

which is an analogue to the signal-to-noise-ratio for the spectrum in order to test the significance of 

the polynomial coefficients (see section 5.4). 
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2.4  Meteorological and other regression processes 

 

Meteorological input channels like air pressure, ground water, temperature etc. as well as channels 

like the pole tide are modelled in STANDARD ETERNA by a single regression coefficient which is 

constant over frequency.  The new version generalizes this model by introducing  for each channel l 

of 9} channels a transfer function ℎM��� of arbitrary length ~M  (Box, G.E.P. et al. 1994) . The total 

functional model of  tidal observations can now be written as  

*��� = ∑ �0 HIJ0�- ∑ �0LG\K0LMN� = 1 OP &Q+0L� + R0L + �0LS + ∑ K�Hghh��- OP &�+�� + R�� +
              ∑ iz!zH{z�� ��� +  ∑ ∑ ℎM��L��H�M�- �j� �M �� − ��  .                     (2.7) 

 

where  

 (M  - l =1,… 9}         - regression coefficients �M���                       - physical channels ( air pressure, groundwater… etc.) ℎM���, � = 0, . . ~M    - unknown transfer function weights of physical channels ( air pressure, 

                                  groundwater… etc.) 

 

Fourier  transforms �M(+� of ℎM��� lead to frequency dependent regression coefficients  �M(+� and 

associated phase shifts ��+�. 

 

2.5   Stochastic  and residual processes  

 

Since tidal observations are obtained by measurements a stochastic component has to be taken 

into account which change (2.7) to   

*��� = � �0
 HIJ

0�-
� �0LG\K0L

MN

� = 1 OP &Q+0L� + R0L + �0LS

+ � K�
Hghh

��-
OP &�+�� + R�� +  � iz!z

H{

z��
��� +  � � ℎM

��

L��

H�

M�-
�j� �M �� − �� + ε�t� . 

                       (2.8) 

The assumption here  is that the process ���� is (at least an asymptotically) an ergodic and 

stationary process in time, i.e. the stochastic properties of ���� are the same for the ensemble and 

sample space and are not dependent of absolute time. Furthermore, it  is supposed to be normally 

distributed with  mean � and variance �. as 

�m���� n =  � = 0,    
and  �m���� ���� n = ���.     
A process with these properties will also be referred to as “white noise”. 
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Even if the normal assumption is not fulfilled, we can adopt the results from the normally 

distributed case as approximation with respect to the Central Limit Theorem (Jenkins ,G.M. et al 

1968) .  

In most practical cases ���� will not only contain stochastic parts but various kinds of residual 

processes , e.g. measurement errors, model errors due to inappropriately modelled signal 

components as well as non-modelled signals.  Further examples of such contents could be :  

- remaining parts of the instrumental drift, 

- other additional signals due to physical reasons (e.g. ocean loading, additional unmodeled 

              physical signals like rainfall temperature etc.), 

- part time or seasonal signals like storm surge loading etc., 

- white and coloured noise .  

 

These processes lead to ���� not being initially random . In this case an iterative analysis procedure 

is suited to eliminate these contents to the highest possible degree.  

 

 

2.6 Sampling intervals of tidal observations 

2.6.1  Nyquist frequency 

 

The Nyquist frequency is defined as  

 +� =
XZ�
.�                   (2.9) 

It represents the highest frequency that can uniquely be resolved for a given sampling interval Δ. 
For hourly data the Nyquist frequency will be 

 +�-� =
XZ�

.  =180°/h or 12 cpd.  

 

For minute data the Nyquist frequency will increase to 

 

  +�-� = XZ�
. e��

 =10800°/h =720 cpd.   

 

2.6.2 Hourly data 

 

There is no strong argument for introducing shorter sampling intervals than 1 hour to the 

observation record, because STANDARD ETERNA is mainly designed for hourly data and only 

processes tidal frequencies in the least squares adjustment. Filtering is only possible at this 

sampling interval. Furthermore, the spectral analysis of the residuals is restricted to 65°/h or 4.3 

cpd. 

Nowadays, the trend goes to shorter sampling intervals without taking advantage of the larger  

Nyquist frequency interval.  

In the new version, any frequency of the Nyquist interval can be processed in least squares as well 

as spectral analysis.. 
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Despite of the fact that enormous computer power is nowadays available, there is no need for 

dealing with a 60 times higher amount of data, if there is no gaining of additional information from 

the observations.  

As pointed out in section 2.3.1,if minute data are sampled and transformed to one hour sampling 

interval, an aliasing filtering has to be done in advance.  

 

2.6.3 Minute data    

 

In the new version, two filters dealing with minute samples are added and placed into the 

COMMDAT directory: 

- interpolated Pertsev 51 filter (PERLP60M.nlf ,length =3001 min) 

- filter based on the Hanning window (SCHLP60M.nlf, length = 3001min) 

 

These filters can be applied for removing the long periodic signals from minute data.  

It is planned for the new version to provide an option to perform Earth tide analysis with hourly 

data even if the input data set is composed of minute data.  Also, for estimating the autocovariance 

function the minute sampling interval will be changed to an hourly one.  

These two objectives, however, demand that there no significant energies at frequencies higher 

than 180°/h or 12 cpd in the observation record. If this assumption cannot be assured in advance, 

an aliasing filtering with stop band higher than 180°/h has to be processed first in order to avoid 

aliasing effects. 

The new version provides such a filter also in the COMMDAT directory denoted by 

 

- BMLPA60M.nlf, based on the Blackman-Tuckey window.  

 

Its 1st part is a filter of length  = 3001 min filtering out the very low frequency energies. This part is 

combined with a 2nd part of filter removing energies higher than 180°/h or 12 cpd by smoothing 

the minute observations over 361 min.  All in all the filter is of length 3361 min and it is removing 

the long period signals with cut-off at 120°/h= 8 cpd. Applying this filter solves the problem of 

aliasing to a sufficient degree. 

3. Parameter estimation in the least squares model 
 

Let us define conventions first: 

In statistic references there are presentations where “estimators” and “estimates” always exhibit 

different notations.  

In this presentation when dealing with least squares analysis, “estimators” (=estimation rules) are 

given whenever possible in matrix notations while the “estimates” (=results of a specific analysis) 

will be the elements of the associated vectors or matrices. Also, the context will make clear when 

we are dealing with estimators or estimates. 
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3.1 Least squares target functions 

 

In matrix-notation (in the following written in bold) the complete model of (2.8) can be written as 

(Wolf ,H.  1968): � + � = ��    
or  

          � = �� − �                                                                                                     (3.1) 

where according to least squares convention v(t) = - ���� and v being the estimator of �. 

Applying the least squares principle to (3.1) means to minimize the (scalar) target function 

Ω = �s� = �89                      (3.2) 

with respect to the unknown parameters x. (3.2) then leads then to the well-known set of normal 

equations : 

�s� � = � � = �s�       

or  

�∑ $-��� $-��� ⋯ ∑ $- ���T����⋮ ⋱ ⋮… ⋯ ∑ T���� T����¢ x =  �$-��� ∙∙∙ $-���⋮ ⋱ ⋮T���� ⋯ T����¢ y  = 

 �∑ $-��� *���…∑ T���� *���¢                            

with the estimator 

x = ��s���:�s�                                                                                 (3.3) 

In (3.3) $0���, £0��� are meant to comprise all model signals (2.1)-(2.7) of the function model. 

The coefficients of the normal equation matrix N will  be recognized as the auto and cross energies 

of the model signals, while the absolute term �s�  of the normal equations carry the cross energies 

of the modelled signals and the observations. 

Let us now modify (3.2) to  

ΩU = �s¤� = �89                  (3.4) 

with the diagonal matrix W = diag¥¦§: , ¦§¨ , … … … . ¦§� . © containing the discrete values of the 

window function of (1.4).   

 

Then we will arrive at the normal equations to be 

�s¤� � = � � = �s¤�   

or 
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�∑ $-��� $-��� ��� ⋯ ∑ $- ���T���� ���⋮ ⋱ ⋮… ⋯ ∑ T���� T���� ���¢ x = �$-��� ��� ∙∙∙ $-��� ���⋮ ⋱ ⋮T���� ��� ⋯ T���� ���¢ y =     

 �∑ $-��� *��� ���…∑ T���� *��� �� ¢                                              (3.5) 

leading to the window dependent least squares estimator for the parameters 

x = ��s¤���:�s¤�                                                                        (3.6) 

It is obvious that when choosing  2ª to be the rectangular window, then (3.6) transforms to the 

already derived  estimator (3.3). 

(3.5) shows in detail how the window function  2ª  is automatically introduced to the least squares 

parameter estimation (a detailed presentation is given in (SCHÜLLER, K. 1976)).   

The residuals v will be obtained by inserting (3.6) into (3.1). 

 

3.2  The impact of window functions on least squares parameter    

estimation 

 
The importance of window functions in least squares tidal analysis is often underestimated because 

they are only implicitly involved and the impacts are not quite obvious if not presented as in (3.5).  

 

We see 3 major items where the influence of the window functions are of real importance: 

 

-  Least squares estimation and interpretation of tidal, non-tidal and 

               meteorological parameters 

- Estimation of frequency dependent root mean square errors. 

- Estimation and interpretation of the spectral properties of the residuals  

 

Basically, windowing in a least squares adjustment comprises both the modelled and unmodeled 

parts of the observation record. For the modelled part resolution problem is of utmost interest. For 

the unmodeled part , it is leakage. 

The preceding discussions in sections 1.3 and 3.1 indicate that we are dealing with the rectangular 

window as representative of providing maximum resolution and the Hanning window as the one of 

minimum leakage. Hence, it follows quite naturally that we define 2 classes of least squares 

estimators: 

 

3.2.1  Maximum resolution least squares estimator 

 

The maximum resolution least squares estimator will be the one using the rectangular window 

matrix ¤« 

�¤« = ��s¤«���:�s¤«�       

= ��s���:�s� = ��:�                                                      (3.7) 
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3.2.2  Minimum leakage least squares estimator 

 

The minimum leakage least squares estimator will be the one using the Hanning or similar window 

matrices ¤¬ exhibiting rapidly converging side lobes: 

�¤¬ = ��s¤¬���:�s¤¬� = �¬�:�                                             (3.8) 

In the following a set of rules will be derived to decide which one of the estimators to apply 

appropriately. 

 

 

3.2.3  The condition number ­ ���  as  criterion for frequency resolution 

 

From (3.5) it is obvious how the window function properties are involved in the normal equations.   

Assume that 2 tidal frequency bands shall be resolved, which are close in frequency. The spectral 

window will exhibit that their frequency distance is close to the centre of the main lobe. Hence, the 

associated parameters become nearly linear dependent . A consequence of linear dependency of 

any 2 parameters in the normal equations of (3,7), (3,8) results in the normal coefficient matrix N 

being singular or close to singularity :  it can either be not inverted or only with considerable loss of 

numerical accuracy. From linear algebra, it is known that the quality criterion which gives 

information to what degree a  system of normal equations can be solved is the so-called condition 

number ­ ��� . It is defined as the quotient of 
 

� ��� = ®ªg¯®ªN°                      (3.9) 

where the largest >�j± and smallest >�0H eigenvalues of N. Note that in case of >�0H = 0 the 

condition number � ��� becomes infinite. For this reason STANDARD ETERNA as well as and the 

new version  compute the condition number of � ��� as criterion for numerical stability with 

respect to resolution.  

As � ��� is only dependent on the window function, the modelled signal and not on the 

observations, it follows that statistical criteria (AKAIKE, F-Test etc.) may not be applied  as quality 

criterion, because they are not involved in the resolution problem at all. Using these criteria 

though, means to confuse  cause and effect. 

 

3.2.4  The impact of gaps in  observation records 

 

Gaps in tidal records are important to consider because they make the interpretation of the 

estimated  parameters more complicated due to the comparably unfavourable properties of the 

associated window function. 

Let us assume a tidal observation record be recorded over the interval –T/2 and T/2 with centre at 

the overall reference epoch !� and containing 9M  gaps. Consequently, the observation record will 

consist of 9M + 1  blocks of �0  observations. Hence, we find the associated time window function 
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 2²2���� (for simplicity let us assume the rectangular window with sampling interval Δ = 1) as a 

sequence of values 1 in the block areas and 0 in the gap areas. 

Then, the overall time window function  2²2��� covering the whole record can be thought to be 

composed of 9M + 1individual time window functions  0,2� ����  with individual centre reference 

points ��0 .  
The associated spectral windows for each block i can then be written as 

30,2��+�  = -
@N ∑  0,2� ���³N´ec

2�´³Nµec
$�012                                       (3.10) 

 

Before composing the individual spectral block windows to the overall window, they have to be 

referenced to the central epoch !� : 
 30�+� = $01�2¶N�?��30,2��+�                                                     (3.11)     

Since Fourier transformation is linear, the individual spectral block windows 30�+� could be 

summed up to form the overall spectral window and after normalization by the total number of 

samples, we end up with 

 32²2�+� = -
@ ∑ �030�+�M0�-                                                         (3.12) 

or 32²2�+� = ∑ @N@ $01�2¶N�?��30,2��+�M0�-                                     (3.13) 

Formulas (3.10- 3.13) show that   

- the individual block windows 30,2��+� exhibit different resolutions depending on the  

               amount of samples �0  in each block i, 

- the individual block windows 30,2��+� are influencing the total window proportional to the  

               amount of samples �0,  

- the analytical expression for the overall spectral  window is a sum of sinc-functions (1.7)  

              with in- and out-of-phase components depending on each block. Different from the case of  

 no gaps( where we only have to deal with a single sinc- function of kind (1.7), the behaviour  

              of this composed function is rather difficult to predict. Generally, its properties can only be  

evaluated numerically. Our experience shows that the resolution and side lobe properties  

              are worse compared to a window without gaps. 

 

Recommendation: 

Gaps should be filled,  whenever it is possible. The effects of inserting predicted data cannot be 

worse than the properties of gappy records. 

When using polynomials caution has to be taken with the respect to the choice of the window 

function. Polynomials in a least squares procedure tend to suck up any energy they can get hold of 

over the whole frequency domain. The Hanning window, however, is a tool for sheltering frequency 

domains against leakage from more distant ones. As a consequence, the two concepts are in 



12045 

 

competition with each other. Therefore, if polynomials are applied in a least squares model the 

rectangular window should be preferred as window function. 

 

3.2.5  Wave grouping 

 

Basically, with respect to what was derived in section 2.1, wave grouping should always occur at 

maximum possible resolution (see examples in (SCHÜLLER ,K. 2014)) to avoid model insufficiencies. 

That means that as much wave groups as possible should be introduced to the functional model 

(2.1) in order to reduce the assumptions on the parameters to be estimated and so reducing model 

errors. Having stated this principle, it is recommended to pursue the following procedure for tidal 

wave grouping: 

 Given an observation record, one has to calculate the associated spectral window first, find the 

first zero pass or minimum position in frequency and then do the wave grouping according to the 

rules derived. Usually, a separation of half or even ¼  of that distance will lead to satisfactory 

results. The condition number will definitely decide whether the normal equation can cope with the 

resolution assumptions. 

In this respect the Rayleigh-criterion, especially when dealing with least squares adjustment ,is by 

far too pessimistic, since it postulates a frequency difference of at least the fundamental frequency 
between two neighbouring harmonics to be resolved (also see Munk, W. ,Hasselmann, K. 1964). 

Since STANDARD ETERNA automatically eliminates tidal wave groups if the Rayleigh-criterion is not 

met, this elimination  is dropped in the new version. If the resolution is supposed to be too 

optimistically chosen, the normal equations (3.6) can either not or only poorly be solved (see 

condition number as criterion). The user will then be notified to repeat the analysis with less 

resolution once again. 

Modelling the higher potential degrees  (see section 2.1) for m < l we face a special situation. The WM 
- and WM� - groups will contain harmonics of several standard tidal bands and hence the resolution 

between single tidal bands and multi-band groups is usually sufficiently guaranteed. However, 

when dealing with subgroups of a tidal band, the observation record has to be sufficiently long to 

keep the mutual mathematical correlations low. The new version provides an enhanced table of 

wave groups where the group amplitudes and frequencies are listed. Thus, in a first step of analysis 

the user can easily obtain an overview about the situation with respect to resolution. For details 

see (SCHÜLLER,K. 2014). 

The similar principle holds for signals of non-tidal origin according to  (2.3). Meteorological signals 

play a different role since they are multi-frequency signals. Provided , the spectrum of these signals 

do not contain dominant energy concentrations at the tidal frequencies, but are rather smooth 

over frequency, the resolution problem does not appear, since we are estimating one regression 

parameter ,i.e.  a constant transfer function for all frequencies. 

In the new version both the spectral rectangular and Hanning window as well as their difference is 

calculated and print plotted similar to Fig. 5 so that the user will obtain the required information for 

decision making. 
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For the rectangular window the required record lengths to resolve tidal bands and constituents 

respectively are (from the most pessimistic point of view of the Rayleigh resolution): 

-         27 days ->      1 month separation distance  0.549017  °/h 

- 180 days->     6 months                                     0.082000 

- 365 days ->  12 month                                       0.041069 

- 435 days                                                               0.034480 

- 8.8 years                                                               0.004642 

- 18.6 years                                                             0.002206 

- 20942 years                                                          0.000002 

For the Hanning window the length have to be doubled (see (1.11).  

At the Geo-Observatorium Odendorf of Prof. Dr.-Ing. Manfred Bonatz, more than 10 years of 

observations are available which can resolve the frequency distance = 0.004642°/h equal to the 

Moon’s perigee. 

Presently, one of the longest if not the longest superconducting gravimeter record available will be 

of about 25) years (Calvo, M. et al. 2014) which should easily resolve a frequency distance equal to 

0.002206°/h.  

Efforts have been made to resolve the K1 triplet being separated by the Moon’s ascending node 

frequency (DUCARME,B. 2011). Resolving these wave groups is nothing special because it only 

needs a sufficient record length to acquire the necessary  resolution. As it is shown in this 

presentation (see (3.5)), the spectral window functions are most suited for anticipating the 

resolution and leakage properties of a specific observation record. Therefore, it is highly 

recommended for future publications to present information about the underlying window 

properties too. Particularly, when using analysis methods with larger sampling intervals than 1 h, its 

sampling properties have to be fully  understood: it was shown in (SCHUELLER, K. 1978 ) that 

generally such methods are extremely sensitive to aliasing and leakage effects.  

4.  The stochastical model of least squares 

4.1 Least squares parameter errors 

 

The errors of the parameters are determined from (3.7),(3,8) by  applying the error propagation law 

as: 

·� =  ����:�s¸¤���:     
                                                                        = ����:                  (4.1) 

Note that according to (2.2) ·� for the tidal model will contain the RMS of the auxiliary unknowns �]N , �^N . To derive the RMS for the tidal parameters themselves, the error propagation law has to 

be applied leading to 

�aN∗=    ��aN∗  ¹�]N. º±»N ,±»N  +�^N. º±¼N ,±¼N  +2�]N�^Nº±»¼N ,±¼N      (4.2a)          
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where  º0L   are the elements of ��:  . 

With  �0 = �0∗ �0LG\                
it follows for any constituent j of the i-th tidal frequency band : 

�aN =  �8��½��8∗          

and 

�¾N=    ��aN∗c  ¹�^N. º±»N ,±»N  +�]N. º±¼N ,±¼N  −2�]N�^Nº±»¼N ,±¼N                (4.2b) 

Because the º0L   are determined by the functional model, special attention has to be dedicated to 

the appropriate estimation of the RMS ��. 

 

4.2 Parseval’s theorem and root mean square error ·t 

 

To reveal the structure of ��, let us consider its representation in the time and frequency domain.  

The relation is provided by Parseval’s theorem : 

 

Ω = �¿ =  ∑ À���À���  =  @
.  ∑  K.³c0�-@�-2�� �+0�                (4.3) 

where K.(+0) are the quadratic amplitudes of the spectrum of the residuals v(t) at integral 

multiples of the fundamental frequencies. The frequencies +0 turn out to be the Fourier 

frequencies 

 

+0 =  ./
@ 8                                   (4.4) 

and are consequently identical with the zero positions of the associated rectangular window; 

therefore, the  K.�+0�  are mutually uncorrelated. 

 For v(t) as white noise, its amplitudes K. = KUH.  are by definition constant over frequency; so we 

can write with u frequencies of the model signals 

�¿ =  ∑ À���À���  = @2�-  @
.  �Á�.Â� 

.  K 92                                                           �4.5� 
 

Because the parameters are already estimated at u frequencies in a least squares adjustment, there 

will  be (N-2u)/2 frequencies left to contribute to the overall energy. 

Dividing both sides by (N-2u)  leads to an unbiased estimate of the mean energy which  is equal to 

the estimated variance   ��.  of (4.2a): 

��. = GÄ@�.�  =  -
@�.� ∑ À���À��� =  @

F KUH.@2�-                   (4.6a) 
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and 

KUH.  =  4 �02�            
or       KUH = 2 ��√@                 �4.6b� 
 
The expression  (4.3) is the fundamental formula for generalizing the least squares error 

propagation to non-white noise processes. In this case, the spectrum of the residuals is generally 

not constant over frequency. However, if we assume that it is fairly constant or at least smooth 

within certain frequency domains  �0 = +0É − +0g  covering the whole Nyquist interval, we can 

rewrite (4.3) with (4.6a) to 

 ��. = -
@�� ∑ À���À��� = @2�- ∑ ��,0. = @

F ∑ -
HN�.�N  ∑ K.�+L�³NcL�-Hh0�-

 Hh0�- =   

 

 @F ∑ -
@N�.�N  ∑ K.�+L��82L�-Hh0�-

                                                      �4.7� 
with 

 

- 9k      =  number of frequency domains �0  , i =1… 9k   , usually the long periodic,  

                 diurnal, semi-, ter-, quad, 12- diurnal bands, where the frequency  

                 dependent variances are  estimated 

-  ��,0.    = frequency dependent variances of domain �0  , 

- 
@N.         = number of multiples of the fundamental frequency in the ith domain 

 - w0      = number of tidal groups in domain �0   introduced to least squares analysis  

- A(+L� = amplitudes of the spectrum at multiples of the fundamental frequencies in domain i 

-+0g       = lowest Fourier frequency of the i-th frequency domain 

-+0É       = highest Fourier frequency of the i-th frequency domain 

- Ë0       = (�0  - 2w0 )   = degrees of freedom associated with ��,0.  

 

The individual variances  ��,0.  associated with each frequency domain  will then be  

��,0.  =  @
F  -

@N�.�N  ∑ K.�+L�³NcL�- =   @
F  K\N.                   (4.8) 

 

 
where K\N  is the RMS-amplitude of the i-th domain (compare with (4.6b).   

A good choice for these domains is a width of ± 3.75°/ℎ around 15, 30, 45, 60, 75, 90,..,176.25, 

180°/h or 1 to 12 cpd respectively.  

Energy averages are then taken other as in the case of white noise not over the whole Nyquist 

interval, but only within the bounds of these domains. 

The RMS errors for the auxiliary tidal parameters �0∗cos ��Í� and �0∗sin ��Í� in the i-th domain 

associated are calculated according to  (4.1) as 

 

�±Î   =  ��,0Ïº±Î±Î                                                                                            (4.9) 
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(4.9) holds in principle for all parameters of the functional model which can be related to one of the 

defined frequency domains. However, there are cases where the parameters cannot be related to a 

specific domain (e.g. regression signals). In this case a good approximation is to choose that ��,0 
which represents the frequency domain of the most significant model signal energies. 

5.  Frequency dependent least squares error propagation 

 

The previous section emphasized the need for estimating the residual spectral amplitudes for the 

least squares error propagation. However, we have not yet shown by what method this could be 

achieved. 

In STANDARD ETERNA the Fourier spectrum of the residuals is calculated for determining the 

residual amplitudes based upon the Fourier decomposition  

À��� = j�. + � Di0 cos ./0
@ + Ð0 sin ./0

@ E³c
0�-       

with the coefficients i0 =  .
@ ∑ À��0� cos ./0

@@�-0��   
Ð0 =  .

@ ∑ À��0� sin ./0
@@�-0�-                  (5.1) 

and the Fourier amplitude spectrum 

K0 = K�+0� = ¹ i0. + Ð0.                        (5.2) 

at the Fourier frequencies+0 =  ./
@ 8.  

Since v (t) is assumed to be normally distributed with  �mÀ���n = 0  (section 2.5), it follows that the 

expectation values of the Fourier series coefficients i0  and Ð0 , i.e. 

�mi0n = 0,   �mÐ0n = 0        and   with         K0 = K�+0� → 0            (5.3)                                                      
the residual amplitudes are tending to zero and so do their squares. This result was also confirmed 

by means of generated stochastical test series and numerical experiments. Therefore, this 

approach will not lead to appropriate solutions in case of random time series.  Instead, the 

approach of spectral estimation via the autocovariance function of the residuals will lead to the 

proper solution as it will be shown in the next sections. 

 

5.1 The autocovariance function 

5.1.1 Definition and properties of the autocovariance function 

 

The autocovariance function O��∗ �~�of the stochastic process ���� is defined as  
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O��∗ �~� = �m�À��� − ���À�� + ~� − ��n                                          (5.4) 

where  � = �m�����n is the mean and  E m∗n  the expectation operator.  

(5.4) can also be written as   

O��∗ �~� = lim?→� -
?  � ������� + ~���Ø?/.�?/.                                     (5.4a) 

From (5.4a) an unbiased estimator of the autocovariance function of a discrete time series (in our 

case the residuals v(t) from a least squares tidal adjustment with w∗ unknown parameters) of finite 

length T= N∆ , ( ∆= 1  for simplicity) is derived as 

O¿¿�~� = -
@�|�|��∗ ∑ À���À�� + ~�@�|�|2�-                           (5.4.b) 

 

As  v(t) is the estimate of the “true” of the stochastic process �(t) of (2.8), then with (4.6a) it follows  

that O¿¿ (0)  =  ��  .  is the estimated variance from the residuals v(t) of the (Earth tides) observations  

y(t). 

 The properties of the autocovariance function can be summarized as follows  

- O¿¿(~) also indicates how much any two observations of distance ~ are correlated.  

- O¿¿(~) is only dependent on relative time positions ~ (section 2.5) 

- Gaps in the observation records are no essential problem for its estimation, since there are  

               a lot of products À���À�� + ~� to average so that the autocovariance function can be 

               estimated without being considerably biased by the gappy parts of the observations.  

- O¿¿(~� is symmetrical, i.e. O¿¿(~) = O¿¿(−~). 

Further properties of the estimated autocovariance function are as follow: 

- For white noise   

o O¿¿�~� = Ù O¿¿�0� = ��  . , ~ = 00, ~ > 0 

 

- Coloured noise is indicated by an autocovariance function converging to 0 as ~ 

is increasing to a finite value ~]²H¿ 

 

o O¿¿�~� = Ù O¿¿�~� ≠ 0  ~ <  ~]²H¿0, ~ >  ~]²H¿ 

 

- For periodic signals of amplitude A, frequency ( +�  and phase  , the auto -

covariance function preserves its periodic nature for any  lag  ~ . However, the 

phase information is lost, because  : 

o O¿¿ (~�= ∑ ÛNc.\0�- cos(+0~� 

The autocovariance function O¿¿ (~� is better suited than the residual process v(t) itself for 

classifying the nature of the residuals either to be random, deterministic or mixed-up of the two 

different kinds of processes. Moreover, hidden periodicities can easily be observed. 

 



12051 

 

5.1.2 Length of the autocovariance function 

 

The length 9]  of the autocovariance function consists of an always odd number of samples, i.e. 

 

9] = 2½ + 1  = N    with  M= 
@�-

. . 
 

When calculating O¿¿�(~), its maximum lag could theoretically be close to T= N. However, as it 

should be chosen as  

  ~�j± = ½ ,  ½ ≤ @�-
.  . 

 

in order to be consistent with the record length of the observations. Because the autocovariance 

function is symmetric, it is then  of the same length N as the observation record in case N is odd ; 

otherwise it will  one sample shorter in case N is even.   

 

 

5.2 The spectrum based of the autocovariance function 

5.2.1 Definition and properties   

 

It follows from the famous Wiener-Khintchine-Theorem that autocovariance function c(~� and  

spectrum Ü �+� are related by Fourier transformation: 

O¿¿ �~� =  -
./  � Ü�+�$012 �+Ø���     

and 

 Ü �+� =   �     O¿¿ �~�   $�012 �~Ø���                                (5.5) 

 

As c(~� is symmetric, its Fourier transform will be symmetric as well , so  Ü �−+� =  Ü �+� . 

Moreover,  the autocovariance function is discrete , so (5.5) will become  

 S�+0� =   ∑ O¿¿ �~�$�01N� =Ø\�\ ∑ O¿¿ �~�cos �Ø\�\ +0~�                             (5.6) 

 

or with  A(+0) being the amplitude at frequency  +0   and     N=2M+1 

 

 S�+0�   =   @
F K.�+0�                               (5.7) 

 

which is equivalent to (4.6a).  (5.7) is a fundamental results because it states that the spectral 

decomposition of the residual variance can be derived from the Fourier transform of the 

autocovariance  function of the residuals.  

In case of white noise , the autocovariance function will consist of one value ≠ 0, i.e.  O¿¿ (0). Hence, 

the associated spectrum values will be constant with (5.7) (see also 4.6a,b) 

 S�+0�   =   @
F K.�+0� =   const.  =     O¿¿ �0�  =   ��.                  (5.8) 
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what is completely different as derived (5.3) as Fourier spectrum  of the residuals v(t)). 

 

Since we are dealing with Fourier transforms the fundamental frequency +� is likewise defined as 

+� = 
./
H»      =  

./
.\Ø- and the harmonic frequencies are  +0 =  +� ∙ 8,    � i = 1, 2 …  M. 

 

In the new version all spectral estimates either for frequency dependant error propagation or 

detection of  additional signals are estimated by the spectrum based on the autocovariance 

function. 

 

5.2.2 Spectral sampling 

 

In STANDARD ETERNA, the frequency interval of the Fourier spectrum of the residuals is fixed to 

0.25°/h. To provide a higher resolution, this interval is divided by five, resulting in an increment 

interval of 0.05°/h, also fixed for all length of observation records. Also, the number of spectral 

estimates is fixed (1300) so that the spectrum will only be calculated up to 65°/h. 

In the new version the spectrum itself will be calculated at multiples of the fundamental frequency   XZ�
@  °/h divided by 5.  Consequently, the resolution is dependent on the record length and there is 

no restriction in frequency but the Nyquist one. 

 

5.3 Confidence intervals for frequency dependent RMS ·tß 
5.3.1 Degrees of Freedom 

 

In (4.5) we have shown that the total number of degrees of freedom associated with ��. is N-2u, 

comprising the whole Nyquist interval. It is assumed that the model parameters can be linked to a 

certain frequency in domain �0. If the parameters are not of harmonic origin, only half of their 

numbers are to be counted in u. 

The total number of degrees of freedom associated with each domain �0  can be derived with  (4.7): 

 �0 = +0É − +0g                 (5.9) 

 

and        +�N = ./
@N     as 

ËkN = 2 kN1�N − 2w0                                            (5.10) 

 

To obtain reliable error estimates based on a sufficient number of degrees of freedom, each of the 

frequency domains (5.9) must be large compared the fundamental frequency +�Nof the domain 

so that the square residual amplitudes are averaged over a large number of samples. On the other 

hand, this implies that the residual spectrum has to be fairly smooth within these domains. If this is 

not the case the functional model must be enhanced for instance by additional model signal 

defined in section 2.2. This procedure can be considered as a “domain whitening process”. 
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Applying these rules to the residuals process v(t) of an Earth tide analysis, one has to take into 

account the unknown tidal parameters by subtracting 2 degrees of freedom for each tidal band 

from the total degrees of freedom for this domain. This principle also holds for other additional 

harmonics defined in the adjustment. 

 

5.3.2  Deriving confidence intervals   

 

It can be shown (Jenkins ,G.M. et al 1968) that the quantity   �H��� ��  c
àáác   is distributed as  âH��.  . 

Likewise, the quantity  
ã=�1�
ä�1�   is distributed as  âã.  , where Π�+�  is the  “true” spectrum and Ë the 

number of degrees  of  freedom  associated with Ü�+� .  

Then, the confidence interval parameters as  lower and upper limits  are derived with âã. �æ� =�ã �æ�   as  follows (Jenkins ,G.M. et al 1968): 

  

Pr	�ã�è
.� < ã=�1�

ä�1� < �ã�1 − è
.�é = 1 − æ 

or 

PrÙ ã
±ê�-�ëc�  < ä�1�

=�1�  < ã
±ê� ëc  �ì = 1−∝                           (5.11) 

 

which leads to the confidence interval for the true spectrum with probability 1-æ : 

 

PrÙ ã
±ê�-�ëc� Ü�+�  < Π�+�  < ã

±ê� ëc  � Ü�+�ì = 1−∝  

or Pr�TM ∙ Ü�+�  < Π�+�  < T� ∙ Ü�+�î = 1−∝            (5.12) 

 

The quantities f are the factors to be applied to the estimated spectrum values to determine the 

lower and upper bounds for the true spectral values Π�+�  with (1-æ� –probability. Taking  into 

account the different degrees of freedom of each frequency domain �0  , it follows:  

 TM ��0� =  ãhN±êhN �-�ë  c �     and  T���0� =  ãhN±êhN �ë  c �                 (5.13) 

 

Since ��,0.  and Ü�+0� and therefore K.�+0� are related by multiplication, these 

factors TM ��0� and T���0� are valid for both the time and frequency domain (4.3). Taking the 

square roots of  f, one obtains  with (4.9)  for the ��N  the associated confidence intervals 

 

ÏTM��0� ∙ ��N ≤ O��N ≤ ÏT���0� ∙ ��N                                    (5.14)

  

These confidence intervals of  ��Nare calculated for each domain in the new version.  Note that in 

case of filtering the gain correction is applied for presentation purposes in order to deal with the 

actual errors  and confidence intervals. 
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5.4 Confidence intervals for the estimated parameters 

 

The quantity  

� = ±N�¯N                                 (5.15) 

 is distributed according to the Student’s t- probability distribution function. For a given 

probability P and Ë degrees of freedom, factors t of �±N  from (4.9) can be derived so that �0 lie in 

the confidence interval 

 Pr¥�8 − �÷,ã�±N  < �8  < �8 + �÷,ã�±N© = 1−∝            (5.16) 

 
Applying (5.16) to the estimated parameters, t-values are calculated for a given probability (usually 

95%) and the associated degrees of freedom for each tidal domain so that the confidence intervals 

for the parameters can be calculated.  

Note that for a large number of degrees of freedom ( e.g. Ë=3000 and  P= 95% ) the values for t will 

be  �øY%,X��� = 1.96 ≈ 2  

 

For  Ë=3000 and  P= 68,3%, we obtain 

 

 �Zü.X%,X��� = 1  

 

This result means that the least squares error are special confidence intervals with t=1. 

 

The confidence intervals for the estimated parameters of a least squares analysis are also provided 

in the new version.  This t-statistic can be directly used for testing the significance of  modelled 

parameters from 0 as zero hypothesis and hence leading to a model which is confirmed on a given 

probability.  

 

5.5 Comparisons to STANDARD ETERNA error propagation 

 

In comparison to STANDARD ETERNA we found that the tidal parameter error estimates were too 

high by a factor of about 1.13. A short examination of this problem leads to the cause for this 

deviation: 

Let  KUH be  the overall  RMS amplitude of the Nyquist interval, in STANDARD ETERNA referred to 

as white noise amplitude , we can rewrite (4.8)  as 

  �0,82 =   @
F ∑ -

@N�.�N  ∑ K.�+L�@NL�-kN0�-
 =   @

F K\N. =   ��.  ÛbNc
ÛI°c                  �5.17� 
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(5.17) is the expression used by STANDARD ETERNA and is in total accordance with the least 

squares principle. (Unfortunately, Ducarme,B. et al. 2006 were not aware of this context, otherwise their criticisms 

would have been obsolete.)   

The overall white noise amplitude was calculated in STANDARD ETERNA as  

 KUH =   √þ ��√@                                                                                          �5.18�                                                                  
instead of   KUH =  2 ��√@                        �see �5.8��                                                                   
which leads to smaller values by a factor of 0.886. Since it is used as a corrective quantity with 

respect to white noise parameter errors , it appears in the denominator of (5.17) and thereby 

enlarging the parameter errors by 
-

�.üüZ = 1.13. The appearance of þ in (5.18) is not obvious as 

already pointed out by (Ducarme,B. et al. 2006).  

From Parseval’s theorem it follows that the averaging process of the noise amplitudes has to be 

quadratic, whereas STANDARD ETERNA uses the arithmetic mean.  Moreover, the estimates in 

STANDARD ETERNA are not taken at integral multiples of the fundamental frequency but at fixed 

frequencies, so Parseval’s equation is only approximately satisfied. The amplitudes are directly 

estimated from the Fourier spectrum of the residual process v(t) and not by the spectrum of 

autocovariance function. From a numerical point of view, the results for the error estimates of the 

tidal parameters of STANDARD ETERNA do not differ too much, if the amplitude distributions are 

smooth over the frequency domains. This is not surprising because the quadratic and arithmetical 

means of the amplitudes are then very close.  

If, however, the spectrum is considerably varying within the domains, the arithmetic mean of the 

amplitudes is generally smaller than the RMS one. Hence, the error estimates, being 13% too high, 

will be compensated by simply averaging the amplitudes. This might be one reason why the 

numerical results of errors from STANDARD ETERNA are surprisingly close to those derived from the 

exact theoretical basis. 

Furthermore, STANDARD ETERNA provides a specific method of error propagation for the long 

periodic domain. We are of opinion that there is no reason to treat frequency bands differently. 

 

Conclusion: 

Ducarme, B. et al. 2006 concluded from all these facts that STANDARD ETERNA error estimates are 

not based on least squares. It was criticised that (citation) “ETERNA RMS are, unfortunately, not 

least squares estimates and they depend on some intuitive assumptions”. We do not support that 

statement at all. Instead we would call STANDARD ETERNA error propagation a good approximation 

to the least squares principle. The new version, however, will provide error estimation procedures 

which are in total agreement with the least squares principle and the rules of statistics. 
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6.  Analysis of the residual process for additional signals 

6.1 The impact of least squares adjustment on the residual process   

 

One consequence of the least squares principle (3.2), (3.4) is that 

�s� = t 
or 

 �s¤� = t                 (6.1) 

The meaning of these two equations is that least squares estimates  parameters in such a way that 

the residual process is orthogonal with respect to the model signals. It follows that it is free of any 

information about the modelled signals. 

For better understanding the impact of (6.1), let us assume the Fourier decomposition (5.1) as a 

simple functional model for the least squares analysis. Then, the model signals will be cosine and 

sine functions of time,  each being the representative signal of a multiple of the fundamental 

frequency. In this case, the meaning of (6.1) is that the residual Fourier spectrum at these 

frequencies is zero, i.e. the residuals do not contain any energies at the model signals frequencies. 

As the model signals for the tidal and non-tidal signals are composed of cos- and sin-functions too, 

the effect is similar. Therefore, no additional or at least distorted information will be gained from 

residual spectra at the tidal frequencies with respect to harmonics. 

It follows also from (6.1) that feeding back the residuals to the least squares adjustment in place of 

the observations, a vector �� = t would be the result. 

Therefore, let us regard the ���� of (2.8) to be composed of 2 parts: 

� = �: + �¨                                (6.2) 

or � = −�: − �¨                                           (6.3) 

where �: will influence = disturb the tidal parameters by 

�� = −��s¤���:��s¤�:�              (6.4) 

Consequently, �¨  does not deliver any contribution to �� . This means that the residuals of a least 

squares adjustment only contain information about �¨ which, at the tidal frequencies, is of no great 

interest, because it does not do any harm to the tidal parameters. 

Moreover, it follows from (6.2)-(6.4) that the estimated residual process v (t) is predominately 

suited to investigate signals at non- modelled frequencies. 
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6.2   High resolution spectral analysis 

 

An important aspect is the analysis of the residual spectrum, based on the autocovariance function, 

for signals of non-tidal origin. In order to facilitate this purpose, the new version provides a new 

analysis tool called the “High Resolution Spectral Analyser (HRSA)”.  

There, the spectrum is generated at 1/5 of the fundamental frequency all over the defined domains 

covering the whole Nyquist interval. In the course of these calculations, the averaging of the square 

amplitudes for the error calculation as well as a search for spectral peaks is performed. For each 

domain �0, we obtain a mean RMS amplitude which is compared to the spectral peaks within the 

domain by calculating the signal to noise ratio. A signal to noise ratio > 3 is proposed to be 

examined in more detail for an underlying cause. Also a print plot of the domain spectrum is 

presented, from which one can easily observe, whether it exhibits narrow peaks or is scattering in a 

broadband pattern around the mean. Note that in case of filtering, the gain correction is applied. 

Having isolated significant frequency locations, the functional model can be improved by feeding 

these frequency locations into a further least squares analysis according to (2.3), and observing ,if 

any improvement in model adaption is gained. 

One example  of an analysis  might illustrate the procedure : 

After having analysed a 2 years superconducting record, there were significant peaks in the N2 and 

L2 frequency bands left.  Since the analysis was performed with the DWZ-Earth model, it could be 

suspected that the V3 –constituents were modelled inappropriately by the Earth model. Hence we 

modelled these V3 –constituents as separate groups according to step 4, section2.1. 

The residual spectrum of this improved V3-model did no longer exhibit any significant peaks. 

Moreover, the V3-amplitude quotients from the least squares tidal analysis in the N2- and L2 band 

were significantly different from those of the DWZ- Earth model (such a V3 model problem was  

indicated by (MERRIAM, J.B 1995)). 

By proceeding this way all information can be exploited from the record unless the residuals mostly 

contain stochastic processes. To come to that conclusion, the convergence of the autocovariance 

function to a � −Funktion or at least to fade out at a certain time lag has to be observed. 

Equivalently, this means a convergence of the residual spectrum to a constant or at least a smooth 

characteristic. 

 

6.3  Detection of tidal temporal variations in the least squares residuals 

 

An important question which had been dealt with by several scientists is the temporal variation of 

the tidal parameters (e.g. Calvo, M. et al. 2014).  

Since time variant tidal analysis means a considerable amount of effort, the question is, whether or 

not it is possible to derive this information from the spectrum of the residuals. The following 

theoretical consideration might contribute to the problem. Let   

*��� = KG?OP&�+G?� + RG?�                                               (6.5) 
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be an Earth tide constituent, the amplitude KG? of which varies with time according to  

%��� = K�OP&�+�� + R��                                                       (6.6) 

(6.6) is then the signal which modulates KG? . The modulated Earth tide signal can then be written 

as  

*��� = �KG? + %����OP&�+G?� + RG?�  

= �KG? + K�OP&�+�� + R���OP&�+G?� + RG?�  

= KG?OP&�+G?� + RG?� + K�OP&�+�� + R��OP&�+G?� + RG?�  

or  *��� = KG?OP&�+G?� + RG?�  

  +  Û�. cosQ�+G?− +��� + �RG? − R��S +  Û�. cosQ�+G? +  +��� + �RG? + R��S                (6.7) 

This is an important formula, since it exhibits the occurrence of (tidal) amplitude modulation as the 

presence of a main lobe peak and 2 symmetrical side lobe peaks of frequency distance  +�.  

An example might illustrate, how an interpretation of additional observed phenomena could be 
done. Assume that the amplitude of the ocean tide M2 is changing slightly for instance with yearly  

frequency and amplitude K� . (6.7) shows that in this case, peaks of  
Û�.   are folded around M2 at 

+\. ∓ 0.04°/ℎ . With a record length of 1 year, the side lobe peaks of  equal height 
Û�.   should be 

detected in the residual spectrum . To assure the significance of these side peaks, they should be 

introduced into a least squares adjustment.  

With shorter record length, the side lobe peaks will lead to abnormal M2 parameters and could 

partly be observed in the residual amplitude spectrum. As it was shown in (SCHÜLLER, K. 1976), the 

subsequent time-variant tidal (auxiliary) parameters of M2 (called parameter functions in 

SCHUELLER, K. 1986), derived from analyses with a shifted basic interval, will oscillate with ∆+ =0.04°/ℎ. 

If (6.6) does not only contain a single harmonic, but a series with a broad spectrum, (6.7) would 

exhibit not only 2 symmetric peaks but a fanned out pattern of peaks around the modulated signal. 

This pattern  would be reflected in the residual spectrum as well. All frequencies with significant 

peaks would then lead to a set of additional harmonics (2.3) to model this rather complicated 

process appropriately. 

7. Conclusions and outlook 
 

The basic principles of least squares tidal analysis and spectral analysis of the residuals have been 

presented as the theoretical background for the enhancements of new ETERNA34-ANA-V4.0 

program. Implementation aspects and the program description have been kept to a minimum and 

are published in a different presentation, the user’s guide (SCHÜLLER,K. 2014).  

The program itself is ready for distribution to interested parties by beginning of the year 2015. It is 

available upon request as executable on Windows 7, 32- and 64 bit, and Windows 8.1 platforms 

totally free of charge. 
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